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Abstract

Purpose: The latest generation of scanners can digitize histopathology glass slides for comput-
erized image analysis. These images contain valuable information for diagnostic and prognostic
purposes. Consequently, the availability of high digital magnifications like 20× and 40× is com-
monly expected in scanning the slides. Thus, the image acquisition typically generates gigapixel
high-resolution images, times as large as 100;000 × 100;000 pixels. Naturally, the storage and
processing of such huge files may be subject to severe computational bottlenecks. As a result,
the need for techniques that can operate on lower magnification levels but produce results on par
with outcomes for high magnification levels is becoming urgent.

Approach: Over the past decade, the digital solution of enhancing images resolution has been
addressed by the concept of super resolution (SR). In addition, deep learning has offered state-of-
the-art results for increasing the image resolution after acquisition. In this study, multiple
deep learning networks designed for image SR are trained and assessed for the histopathology
domain.

Results: We report quantitative and qualitative comparisons of the results using publicly avail-
able cancer images to shed light on the benefits and challenges of deep learning for extrapolating
image resolution in histopathology. Three pathologists evaluated the results to assess the quality
and diagnostic value of generated SR images.

Conclusions: Pixel-level information, including structures and textures in histopathology
images, are learnable by deep networks; hence improving the resolution quantity of scanned
slides is possible by training appropriate networks. Different SR networks may perform best
for various cancer sites and subtypes.
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1 Introduction

Histopathology investigates tissue specimens traditionally employing light microscopy.
However, recent technological advancements have empowered pathologists to transit to digital
pathology to use high-resolution (HR) scanning and storage of glass slides. The generation of
whole slide images (WSIs) in digital pathology accelerates the research and clinical utility of
computerized techniques. Among other advantages, digital pathology enables the inspection and
comparison of tissue samples with annotated digital images. Available metadata may include
clinical data, such as pathology reports and molecular data.
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One of the main objectives in digital pathology is investigating image analysis applications.
Computer-assisted diagnosis (CAD) of histopathology images is practical due to repetitive tissue
patterns that automated recognition can exploit.1 Furthermore, as a relatively new technology,
WSI allows assessing various techniques to analyze HR images. However, a series of problems,
such as high demand for storage, labelling (annotating) image regions, and scanning quality are
still hindering the practical usage of digital pathology.2 Overcoming these challenges may
improve the diagnosis by correlating comparable patients and retrieving similar images through
“image search.”

During the past few years, microscopic images were in the focus of many researchers in
deep learning.3,4 Overall, proposed approaches mainly concentrate on the classification of WSI
patches resulting from sliding a window.5 Generally, CAD algorithms require HR images.
Diagnosis in histopathology relies on the information of the tissue samples mounted and fixed
on glass slides visually inspected at several magnification levels. It is common for the pathologist
to repeatedly zoom in and out on specific tissue regions to locate and categorize abnormalities.
Consequently, we digitize glass slides at high magnifications to generate HR images for
computational pathology. The gigapixel WSIs are extremely large files [usually in scanscope
virtual slide (SVS) or BigTiff format] that inevitably lead to high storage needs and transfer
bottlenecks. Each scan is generally an image of gigabyte size, and for each patient, multiple
glass slides are usually available. Every day, numerous patients are biopsied. All these factors
result in the creation of massive histopathology archives that may not be easily accessed or
analyzed for research and clinical purposes. Hospitals and clinics may decide to erase older
scans to free up some storage space, which is a rather undesirable solution leading to loss
of valuable information in evidently diagnosed cases. Instead of removing older slides, a more
desirable solution is keeping a low-resolution (LR) version of slides and upsampling it to
HRsupon access, with no information loss.

In contrast, digital scanners are expensive devices that may not be available to all pathologists
worldwide. However, the availability of lower-cost devices may be more feasible but would
negatively impact the scanning resolution. Having tools to virtually increase the WSI resolution
at any magnification of scanned slides by affordable devices facilitates the adoption of digital
pathology, hence enabling computational pathology.

Finally, the scans and the scanners are far from ideal. Digitized slides may be blurry in some
of the regions of a scan. This issue is not rare since the optical devices of the scanner need to
focus on the biopsy. The digital scanners manage the proper focusing by measuring the depth of
the tissue surface. However, focusing is error-prone due to issues like specks of dirt or stains on
a slide and physical limitations of optics.

All in all, some notion of upsampling of the scanned images may help solve these problems.
This study mainly aims to explore available methods capable of upsampling WSIs. The overall
approach would help with storing smaller images while capable of restoring HR upon request.
The LR images are magnifiable by new types of decompression methods.

A promising approach to address the discussed issues is super-resolution (SR). In this
technique, the goal is to retrieve pixel-level information of an image based on perceptual infor-
mation. Beyond images, some researchers work on video resolution enhancement in computer
vision using SR.6 Generally, SR is implemented using classical methods like kernel-based
techniques.7 However, recent deep-learning approaches outperform traditional methods by a
such large margin that it is quite difficult to find reports that compare the two. The SR technique
has intertwined with deep neural networks during the past few years.8

Image SR is a class of image-processing techniques aiming to construct a HR image based on
a LR image. Deep learning has recently successfully addressed several image enhancement prob-
lems in computer vision. The single image SR (SISR) network uses a single LR image to recon-
struct its HR mapping. The essence of the problem has been approached in multiple real-world
applications, including but not limited to medical imaging9–12 and security.13–15 In addition,
image SR improves the performance of other tasks.16–18 Image SR is a considerably challenging
issue which also is an ill-posed problem due to its intrinsic problem definition. A single LR
image can act as the respective LR image of multiple HR images. Conventional techniques
emerged a few decades ago.19 Among the classical methods, researchers introduced methods
based on predictions,20 edges,21 statistics,22 patches,23 and sparse representation.24
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Deep learning has largely impacted image SR. In this area, state-of-art results have been
achieved recently. Specific benchmarks for this task are also designed but these are commonly
general-purpose images.25–28 Deep networks to address this problem stem from the very early
convolutional neural networks (CNNs), such as SRCNN,29 to more recent ideas like generative
adversarial networks (GANs), which have been employed in SRGAN.30

Deep SR networks differ in aspects such as the architecture of the network31–33 loss
function34,35 and learning strategies36,37.

Many researchers have also applied SR in medical imaging. There are publicly available
datasets to train networks for SR tasks. However, the introduced SR datasets rarely focus on
the domain of histopathology. Subsequently, there are only a few SR studies in histopathology.

Medical imaging contains many image modalities for diagnostic and treatment-panning pur-
poses. Researchers initially investigated classical SR methods on radiological modalities like
magnetic resonance imaging. Radiology images are generally small (mainly in megapixel range)
and hence easier to process.38 However, by the emergence of deep learning and better results,
more complex structures and data like pathology images are being processed. In this study, the
main focus is on histopathology images.

Among the earliest SR in histopathology studies was a paper published byMukherjee et al. in
2018. The authors introduced a deep framework for reconstructing HR images in the pathology.
Their results showed promising outcomes, which they suggested as a comparative counter-part
to the expensive scanners.39 Later, they investigated a recurrent network to enhance the quality
by a multiresolution approach. Lately, Bin Li et al. proposed a framework to benefit from the
hierarchical structure of the WSIs and achieved good results. Their approach showed that down-
sampling could act as a training data solution for these deep networks. The studies used tissue
microarray datasets and a two-site whole tissue section dataset.40

This study is structured as follows. First, the general SR problem, which corresponds to the
upsampling method, is described. This section briefly elaborates on the commonly used tradi-
tional upsampling methods. Next, in Sec. 3, deep SR networks are discussed, and common
aspects like architecture, loss function, and assessment metrics are described. Then the experi-
ments and training phase discussions are presented. Next, in Sec. 4, the materials used for the
experimentation are described. Finally, in Sec. 5, the results and conclusion summarize the
outcomes.

2 Problem Formulation

The main goal of SR is to find the most relevant HR image that corresponds to a LR image ILR.
We assume that the LR image is an image of lh × lv pixels (where lh and lv are the number of
pixels in horizontal and vertical axis, respectively); therefore, LR image consists of sLR ¼ lh × lv
pixels and sHR ¼ m × sLR is the number of pixels of the HR image IHR. The integer parameter m
is the factor that shows the increase of the image size. Now, the degradation is defined as

EQ-TARGET;temp:intralink-;e001;116;267ILR ¼ DðIHR; δÞ: (1)

Here D is the degradation function and δ corresponds to the related parameters (e.g., kernel
size, noise, and scaling factor). The degradation function is assumed to be unknown in many
problems called blind SR; however, we can consider it known if the degradation is digitally
applied. The approximate HR image ISR, which is called the SR image of the LR image,
is then constructed according to

EQ-TARGET;temp:intralink-;e002;116;177ISR ¼ FðILR; θÞ: (2)

Here F and θ correspond to the SR function and the parameters of the approximation,
respectively. The degradation model could be modeled by a downsampling function applied to
the HR image

EQ-TARGET;temp:intralink-;e003;116;111DðIHR; δÞ ¼ ðIHRÞ ↓d; fdg ⊂ δ; (3)

where ↓d denotes the downsampling operation and the set fdg are the parameters of it. Many
downsampling methods are introduced in the literature.41,42 Among these methods, bicubic
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downsampling is commonly used in image SR applications, although other methods are used as
well. The bicubic upsampling method has been covered in Sec. 2.1. Generally, it is possible to
model the downsampling as43

EQ-TARGET;temp:intralink-;e004;116;535DðIHR; δÞ ¼ ðIHR ⊗ kÞ ↓d þnζ; fk; d; ζg ⊂ δ: (4)

Here IHR ⊗ k denotes a kernel of k convolution with the HR image to apply a filter (e.g.,
blurring) on the image. nζ is the Gaussian noise added to the model with an average of zero and
the standard deviation of ζ. The model described by Eq. (4) has been proven to have more
relativity with real-world problems.44

Finally, the image SR objective is formulated as

EQ-TARGET;temp:intralink-;e005;116;444θ̂ ¼ arg min
θ

LðIsr; IhrÞ þ λΦðθÞ: (5)

Here, LðISR; IHRÞ is the loss function which is measuring the difference between the gen-
erated SR image and the ground truth HR image. The regularization term is formulated by ΦðθÞ,
and λ is the trade-off parameter. The losses are usually a combination of multiple functions.

2.1 Interpolation

Interpolation of the data is a part of either upsampling or downsampling. Here, we briefly explore
the upsampling methods while the downsampling can be analogously described. In image resam-
pling, the main aim is to predict pixel values based on the available data. This task has been
conventionally investigated to introduce relatively fast and easy methods. Some of these methods
are the nearest neighbor, bilinear, and bicubic interpolations. They aim to construct a smoother
image. Sample images for these methods are shown in Fig. 1.45 The nearest neighbor methods
assign the closest available value of known pixels to the unknown ones. The bilinear approach
estimates the value of unknown pixels by constructing a bilinear in x and y axis directions, while
the bicubic implements the same idea but in a second-order function.

3 SR Deep Networks

During the past few years, SISR, like other areas, has significantly improved. These improve-
ments were not possible without deep neural networks. Wang et al. categorized the deep neural
networks for SR into four main types, which have been summarized in following section. 43

The categories with samples of the successful networks are discussed in Sec. 3.1. Then the loss
function and evaluation metrics are given in Secs. 3.2 and 3.3, respectively.

3.1 Architectures

One of the first networks for image SR is SRCNN, which Dong et al. introduced in 2014.
The network they introduced enhanced the classical mapping methods between the LR and
HR images. Their success gained attention, so many other networks were proposed based

Fig. 1 A TCGA brain patch of the size 256 × 256 pixels and the interpolation of its downsampled
patch of the size 64 × 64 pixels: (a) original image and the downsampled image in top right,
(b) nearest neighbor interpolation, (c) bilinear interpolation, and (d) bicubic interpolation.
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on their initial proposal. A pre-upsampling module follows their proposed CNN network to
enhance the image initially. A pre-upsampling strategy enlarges the LR image first and feed
it into the network. In contrast, the post-upsampling approach processes the LR at its original
size through the layers of the network and then upsample the image. Despite their success, these
structures faced issues like noise amplification. Later, researchers shed light on the considerably
lengthy operation time of these networks due to the higher dimensional computation framework
comparing other networks.29

Post-upsampling networks then solve the computational expense problem. Researchers
benefitted from similar ideas for shorter training and testing times. Residual channel attention
network (RCAN) and SRGAN were among the networks that benefited from this framework.
These networks were successful enough to establish state-of-the-art results. Although RCAN
presented higher-accuracy values in many studies, SRGAN presented more realistic images
by hallucinating the textures.30,46

The benefits of the postupsampling networks were promising; however, there were also
shortcomings. The single-step upsampling module made the training an arduous task when a
higher magnification like 4 or 8 was required. To help this issue, researchers that experienced
the high-quality results of progressive networks such as StyleGAN implemented similar
approaches in the areas of SISR.47 One of these networks that were upsampling iteratively
is ProSR which achieved relatively high performance.37

Finally, iterative up-and-down sampling SR was investigated as well since even the
progressive upsampling encountered some problems. For instance, the learning strategies
required to train them were rather complicated. In contrast, iterative upsampling applies back-
projection refinement. To name a successful example, feedback network for image SR (SRFBN)
fits this category which benefits from feedback block and offers better representations.48

3.2 Loss Functions

In deep learning, loss functions are crucial in guiding the model to optimize with desired
weights. In image SR, the optimal outcome is a network that enables a high-quality reconstruc-
tion. Therefore, the loss functions are designed to help the training lead the network to recon-
struct an image close to the HR image. Here, we discuss three of the loss functionals, which are
used in many studies.

3.2.1 Reconstruction loss

Reconstruction loss or pixel loss indicates the similarity of the generated SR image and the
desired HR image. This is computed by L1-norm or L2-norm of the image differences as

EQ-TARGET;temp:intralink-;e006;116;290Lrec:ðIHR; ISRÞ ¼
1

v
kIHR − ISRk1; (6)

EQ-TARGET;temp:intralink-;e007;116;236Lrec:ðIHR; ISRÞ ¼
1

v
kIHR − ISRk2: (7)

where v ¼ h × w × c is the volume which is the multiplication of height and weight and
number of channels. L1-norm showed better performance from sharpness in addition to easier
convergence. The sharper images emerge since the L2-norm penalizes the significant deviation
exceedingly while minor errors slightly. It is important to note that L0 for image comparison cor-
responds to the pixel equality where it cannot backpropagate meaningful information during learn-
ing. Thus, the use of L0 norm alone if not facilitated by other methods is usually not practiced.

3.2.2 Perceptual loss

A perceptual loss, also called content loss, evaluates the perceptual similarity of the generated
image with the HR image. This is done by comparing the semantic content of the images using
a pretrained network (e.g., VGG16). Researchers computed the distance of the l’th layer of
the network based on

Afshari et al.: Single patch super-resolution of histopathology whole slide images: a comparative study

Journal of Medical Imaging 017501-5 Jan∕Feb 2023 • Vol. 10(1)



EQ-TARGET;temp:intralink-;e008;116;735Lpercept:ðIHR; ISRÞ ¼
1

v
kϕðlÞðIHRÞ − ϕðlÞðISRÞk2; (8)

where ϕðlÞð·Þ denotes the output of the l’th layer of the pre-trained deep network. In other words,
the perceptual loss guides the network based on the hierarchical image features of a network that
has been trained for a task (e.g., ImageNet classification).49

3.2.3 Adversarial loss

The application of GANs has reached the SR as well. In general, a GAN-based training consists
of two main networks, namely the “generator” and the “discriminator.” These two networks
compete against each other. Consequently, the adversarial loss for the generator and discrimi-
nator networks, respectively, is defined as

EQ-TARGET;temp:intralink-;e009;116;581LGANG
ðIHR;DÞ ¼ − log DðISRÞ; (9)

EQ-TARGET;temp:intralink-;e010;116;537LGAND
ðIHR; ISR;DÞ ¼ − log DðIHRÞ − logð1 − DðISRÞÞ: (10)

D denotes the discriminator for a binary decision whether the image is real data or generated.

3.3 Reconstruction Quality Measurement

Human operators assess image quality most reliably. Although the reliability is ensured by
human inspection, the mainstream methods are supposed to computational methods for higher
efficiency. Here, we briefly describe two of the most common metrics in this area.

3.3.1 Peak signal-to-noise ratio

The peak signal-to-noise ratio (PSNR), as one of the most commonly used metrics, measures the
maximum pixel value rate to the mean squared error of the images. The PSNR of the two images
ISR and IHR is then computed by

EQ-TARGET;temp:intralink-;e011;116;367PSNR ¼ 10 log10

�
L2

kIHR − ISRk22

�
; (11)

where L is the maximum pixel-value which usually is equal to 255. Despite the common use of
this metric, it does not reflect the human perception.

3.3.2 Structural similarity

The human visual system is primarily concerned with recognizing image structures. Hence, a
structural similarity metric is proposed to extract structural information from images. This metric
is a combination of three parts, including luminance, contrast, and structures. It is given as

EQ-TARGET;temp:intralink-;e012;116;224SSIM ¼ 2μSRμHR þ k1
μ2SR þ μ2HR þ k1

×
σSR;HR þ k2

σ2SR þ σ2HR þ k2
; (12)

where μSR and σSR are the mean and variance of the SR image, μHR and σHR are the mean and
variance of the HR image, and σSR;HR is the covariance between SR and HR image. Finally,
k1 and k2 are the relaxation constants.

3.4 Experiments

The reconstruction path uses LR patches, and a deep network trained for SISR generates the
patches for synthetic WSI. Six networks are trained to find a better network that can adequately
enhance the images. First, we benefit from the deep back-projection networks (DBPNs). The
network benefits from iterative up- and downsampling layers called stages. The stages include
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an error feedback mechanism for projection errors. The network can learn multiple content infor-
mation by its up-and-downsampling layers.50 Residual dense networks (RDNs) are then trained
to exploit the hierarchical features from all the convolutional layers.51 The third is a very deep
residual channel attention network (RCAN) that benefits from residual in residual blocks in a
post-upsampling structure.46 Forth is an SRFBN that focuses more on feedback mechanisms
based on the fact that the human visual system follows a similar method.48 Fifth is enhanced
deep residual networks for SISR (EDSR), which is proposed in addition to the multi-scale
deep SR system.36 Finally, a network we use to do the SR is among the enhanced SR GANs
(ESRGAN). This network architecture has achieved some state-of-the-art results in addition to
providing a high perceptual index.52

3.5 Training

The training patches of the extracted SR dataset are used to train the network. The relativistic
discriminator is used for adversarial training to achieve the best results. The discriminator
classifies the images as fake or real and relatively compares the extent of fake and real images
that enhance the learning procedure. The networks are all trained for at least 100,000 iterations.
The optimal weights selection is on the basis of the validation accuracy and loss. The training
were done on a Tesla V100 32 GB GPU.

4 Materials

WSIs are the scanned histopathology slides. The cancer genome atlas (TCGA) is the largest
publicly available scanned slides and reports dataset. This dataset (available at Ref. 53) allows
researchers to experiment and propose new methods and compare their results easily. The gen-
erated data by TCGA is now over 2.5 petabytes and spans genomic, epigenomic, transcriptomic,
and proteomic data.54

TCGA repository (i.e., genomic data commons) contains 11,007 cases and 30,072 SVS files
of the slides. The WSIs of this repository span 26 organs (primary sites) with 32 cancer subtypes.
The subtypes are abbreviated by a few letters in the repository. Complete subtype names and
the distribution of the number of the patients in each category is explained in Table 1. The
demographic information attached to each scan includes “morphology,” “primary diagnosis,”
“tissue or organ of origin,” “patient age at the time of diagnosis,” “tumor stage,” “age,” “gender,”
“race,” and “ethnicity” and some other information like the patients current status (e.g., dead
or alive).

4.1 Creation of a Dataset

This section describes the creation of a dataset of histopathological slides. The dataset includes
patches, and the labels of the patches are the information attached to the WSIs. The scanned
slides of the TCGA repository include many frozen section WSIs. A frozen section (cryosection)
is a laboratory technique that helps to get to microscopic analysis of a specimen rapidly. The fast
diagnosis is beneficial for the management of the patient during an operation. However, due to its
procedure, frozen sections are not usually of high quality. These lower-quality slides were
dropped to avoid confusion for deep network training sessions. Frozen section scans and diag-
nostic slides do not belong to the same domain from a machine-vision perspective. As well,
frozen sections are prepared using a different, more rapid process. The image SR problem seeks
to translate one instance within the same domain to another instance. Therefore, for a proper
application, the images in each must be from the same domain. Hence, we only used diagnostic
TCGA slides.

To assign labels to the images, the information provided by the repository are used. The
beneficial information is determined to be the primary diagnosis and the section site (/tissue/
organ of origin). These two labels are presented under the “diagnoses/treatments” of the slides.
Although other information are also available for further diagnosis, we have decided to use
the aforementioned labels.
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Table 1 The TCGA codes (in alphabetical order) of all 32 primary diagnoses and
corresponding number of evidently diagnosed patients in the dataset.

Code Primary diagnosis
Number of
patients

ACC Adrenocortical carcinoma 86

BLCA Bladder urothelial carcinoma 410

BRCA Breast invasive carcinoma 1097

CESC Cervical squamous cell carcinoma and
endocervical adenocarcinoma

304

CHOL Cholangiocarcinoma 51

COAD Colon adenocarcinoma 459

DLBC Lymphoid neoplasm diffuse large B-cell lymphoma 48

ESCA Esophageal carcinoma 185

GBM Glioblastoma multiforme 604

HNSC Head and neck squamous cell carcinoma 473

KICH Kidney chromophobe 112

KIRC Kidney renal clear cell carcinoma 537

KIRP Kidney renal papillary cell carcinoma 290

LGG Brain lower grade glioma 513

LIHC Liver hepatocellular carcinoma 376

LUAD Lung adenocarcinoma 522

LUSC Lung squamous cell carcinoma 504

MESO Mesothelioma 86

OV Ovarian serous cystadenocarcinoma 590

PAAD Pancreatic adenocarcinoma 185

PCPG Pheochromocytoma and paraganglioma 179

PRAD Prostate adenocarcinoma 499

READ Rectum adenocarcinoma 170

SARC Sarcoma 261

SKCM Skin cutaneous melanoma 469

STAD Stomach adenocarcinoma 442

TGCT Testicular germ cell tumors 150

THCA Thyroid carcinoma 507

THYM Thymoma 124

UCEC Uterine corpus endometrial carcinoma 558

UCS Uterine carcinosarcoma 57

UVM Uveal melanoma 80
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Finally, some of the slides did not include the required information to create the image labels.
These slides were removed. In addition, the classes with a number of WSIs <20 were also
eliminated.

4.2 Dataset for Histopathology SR

To create a dataset for histopathology SR, some considerations may be necessary to eliminate the
appearance of undesired data. We have first removed the background patches to minimize the
artifact since these do not contain valuable tissue information for training. Second, the slides are
cropped into the same size tiles. The tiles (or patches) are 640 × 640, 320 × 320, 160 × 160,
80 × 80, and 16 × 16 pixels in three channels of RGB at 40×, 20×, 10×, 5×, and 1× magni-
fication levels. One sample per cancer subtype is provided in Fig. 2.

4.3 Diagnostic Dataset

The breast cancer histopathological image classification (BreaKHis) dataset was utilized to evalu-
ate the quality and diagnostic accuracy of the SR images compared to original magnifications.55

The dataset consists of 9109 microscopic pictures of breast tumor tissues obtained from 82 indi-
viduals at four magnification levels. The primary categories of the BreaKHis dataset are benign
and malignant tumors. There are a total of 1820 pictures at 400×magnification, of which 588 are
malignant and 1232 are benign. The images are 700 × 460 pixels in size, 3-channel RGB with
8-bit depth per channel, and saved in PNG format.

5 Results and Discussions

The results are assessed from multiple perspectives. First, we provide the quantitative compari-
son of trained networks results for image generation based on PSNR and structural similarity
index measure (SSIM) in Table 2. These values are expected to quantify similarity at some level
within the same tissue type. For instance, although the fatty content may contribute to variance in
these values, the anatomic structure of tissue in various organs is not same. Among others,
differences in these values may stem from various cell density and size in different tissue types.
In this table, we first compare different sites and subtypes against each other. The comparison
shows the details and complexity of the images in each category. The minimum and maximum
reported values of the 4× bicubic upsampling of the LR images is shown in italic and bold italic,

Fig. 2 Patches of the created SR dataset in nine TCGA cancer subtypes.
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Table 2 Accuracy of image reconstruction using six networks trained on TCGA dataset; the
PSNR/SSIM numbers are shown where the bold numbers are best reconstructions across all
networks; and italic and bold italic are the worst and best bicubic reconstruction among data
categories, respectively.

Data categorization Accuracy (PSNR/SSIM)

Site Subtype Bicubic DBPN RDN RCAN SRFBN EDSR ESRGAN

Brain GBM (23.46/
0.57)

(24.64/
0.66)

(24.44/
0.66)

(24.44/
0.66)

(23.68/
0.62)

(23.99/
0.63)

(22.43/
0.57)

LGG (23.50/
0.58)

(24.68/
0.67)

(24.50/
0.67)

(24.50/
0.67)

(23.69/
0.63)

(24.02/
0.64)

(22.35/
0.58)

Endocrine ACC (22.30/
0.59)

(23.52/
0.68)

(18.68/
0.43)

(23.55/
0.69)

(22.64/
0.65)

(22.81/
0.64)

(21.85/
0.63)

PCPG (22.17/
0.59)

(23.42/
0.68)

(18.39/
0.41)

(23.52/
0.70)

(22.47/
0.65)

(22.65/
0.64)

(21.73/
0.63)

THCA (24.30/
0.67)

(25.78/
0.75)

(19.02/
0.39)

(25.96/
0.76)

(25.12/
0.73)

(24.75/
0.70)

(24.21/
0.72)

Gastrointestinal COAD (23.56/
0.62)

(24.92/
0.71)

(18.80/
0.40)

(24.90/
0.72)

(24.14/
0.69)

(24.00/
0.67)

(23.26/
0.67)

ESCA (23.52/
0.65)

(25.17/
0.74)

(18.83/
0.42)

(25.17/
0.75)

(24.14/
0.71)

(24.13/
0.70)

(23.46/
0.70)

READ (23.38/
0.59)

(24.61/
0.68)

(19.13/
0.38)

(24.66/
0.69)

(23.97/
0.66)

(23.82/
0.64)

(23.00/
0.63)

STAD (23.07/
0.64)

(24.56/
0.73)

(18.22/
0.41)

(24.56/
0.74)

(23.68/
0.70)

(23.61/
0.69)

(22.98/
0.68)

Gynecologic CESC (22.75/
0.62)

(24.26/
0.71)

(18.13/
0.40)

(24.31/
0.72)

(23.45/
0.69)

(23.22/
0.66)

(22.56/
0.66)

OV (23.25/
0.59)

(24.45/
0.67)

(19.22/
0.40)

(24.53/
0.69)

(23.90/
0.66)

(23.75/
0.64)

(23.11/
0.64)

UCS (23.02/
0.62)

(24.48/
0.71)

(18.43/
0.41)

(24.50/
0.72)

(23.68/
0.69)

(23.44/
0.66)

(22.63/
0.67)

Liver and
pancreas

CHOL (24.70/
0.66)

(26.30/
0.74)

(19.97/
0.41)

(26.19/
0.74)

(25.45/
0.71)

(25.30/
0.70)

(24.52/
0.69)

LIHC (22.86/
0.60)

(24.26/
0.69)

(18.22/
0.38)

(24.25/
0.70)

(23.45/
0.66)

(23.29/
0.64)

(22.54/
0.63)

PAAD (24.03/
0.61)

(25.47/
0.70)

(19.36/
0.39)

(25.34/
0.70)

(23.45/
0.66)

(24.60/
0.66)

(23.54/
0.65)

Melanoma SKCM (22.67/
0.66)

(24.56/
0.76)

(17.78/
0.42)

(24.68/
0.77)

(23.67/
0.73)

(23.21/
0.70)

(22.83/
0.72)

UVM (24.32/
0.58)

(25.39/
0.66)

(19.97/
0.38)

(25.36/
0.67)

(24.68/
0.64)

(24.75/
0.63)

(23.77/
0.62)

Prostate and
testis

PRAD (23.90/
0.59)

(25.15/
0.68)

(19.42/
0.38)

(25.08/
0.69)

(24.41/
0.66)

(24.34/
0.64)

(23.42/
0.63)

TGCT (21.46/
0.61)

(23.02/
0.72)

(17.64/
0.44)

(23.04/
0.73)

(22.00/
0.68)

(22.00/
0.66)

(21.35/
0.67)

Pulmonary LUAD (23.25/
0.63)

(24.78/
0.72)

(18.37/
0.39)

(23.04/
0.73)

(23.93/
0.69)

(23.77/
0.67)

(22.99/
0.67)

LUSC (23.12/
0.62)

(24.57/
0.71)

(18.42/
0.40)

(24.48/
0.71)

(23.67/
0.68)

(23.62/
0.67)

(22.81/
0.66)

MESO (22.49/
0.61)

(24.01/
0.71)

(18.59/
0.43)

(23.97/
0.72)

(23.05/
0.68)

(23.09/
0.67)

(22.31/
0.66)

Urinary tract BLCA (22.58/
0.60)

(24.02/
0.70)

(18.42/
0.40)

(23.98/
0.71)

(23.11/
0.67)

(23.10/
0.65)

(22.32/
0.65)

KIRC (24.45/
0.65)

(25.96/
0.73)

(19.29/
0.39)

(25.93/
0.74)

(25.09/
0.70)

(25.02/
0.69)

(24.24/
0.69)

KIRP (22.56/
0.59)

(23.99/
0.69)

(18.03/
0.37)

(24.09/
0.71)

(23.14/
0.66)

(23.04/
0.64)

(22.43/
0.65)

KICH (23.79/
0.64)

(25.18/
0.72)

(18.37/
0.38)

(25.22/
0.73)

(24.47/
0.70)

(24.12/
0.67)

(23.54/
0.69)
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respectively. It is evident that brain/glioblastoma multiforme (GBM) has the lowest SSIM, which
could be interpreted as the highest structural loss within a traditional downsample upsample
procedure. In contrast, the endocrine/thyroid carcinoma (THCA) offers the highest SSIM value.
This could be interpreted as the maximum complexity of sharp structures and minimum, respec-
tively. In contrast, the lowest and highest PSNR values were observed in testis/testicular germ
cell tumors (TGCTs) and liver cholangiocarcinoma (CHOL). These values show the extent of
details lost in the interpolation.

Another comparison is also provided in Table 2. In this table, the highest values with respect
to the subtype are reported in bold. Two networks, DBPN and RCAN, mostly achieved the best
results. The DBPN network is superior to others in 15 subtypes, while RCAN is also superior in
15 subtypes. If one network outperforms the other for one measure (SSIM or PSNR), both are
mentioned in bold.

The qualitative comparison of the generated images shown in Figs. 3, 4, and 5. A randomly
selected patch per site is shown in which another randomly selected window has been taken
into focus. The window has been compared from eight approaches, including the HR, LR, and
the six networks generation. The LR image shows the bicubic interpolation of the 4× down-
sampled image. Network inputs were the LR image, while the ideal outcome was a HR image.
The PSNR and SSIM of the images are also given below. Taking a look at images, the ESRGAN-
generated images look most like the HR image.

Fig. 3 Qualitative results comparison of the six networks and the HR and LR images of (a) brain,
(b) endocrine, and (c) gastric sites. The LR is fed to network to generate images and the large
image on left shows the span box.
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As shown in the figures, the networks can map the LR images to a reasonable HR image that
seems to include a lot of details. This has been achieved due to the usage of GANs. Overall,
ESRGAN provided the sharpest images in reconstructing the HR image, while RCAN and
DBPN provided the closest estimation of unknown pixel values. Although ESRGAN images
were sharp enough to clearly make the cells distinguishable, it could be observed that due to
the generative nature of the processing, the formation of cells is slightly manipulated based on
the training of the network. In contrast, RCAN and DBPN could produce more accurate cellular
shapes. However, the edges were not as sharp as ESRGAN.

In addition, to evaluate the applicability of the SR to histopathology images, we performed
two breast cancer-focused human assessment studies. A comprehensive evaluation by three
board-certified pathologists was performed to determine the quality of these images. The SR
images in this part are generated by the ESRGAN network. First, a diagnostic visual inspection
has been conducted where pathologists were asked to classify images in eight categories. The
categories (types) included breast tumors, benign and malignant, where each had four subtypes.
The questions included four distinct histological categories of benign breast tumors: adenosis,
fibroadenoma, phyllodes tumor, and tubular adenoma; and four malignant breast tumors: car-
cinoma, lobular carcinoma, mucinous carcinoma, and papillary carcinoma. Each pathologist
evaluated 64 images, of which half were SR and the other half were HR (in random order).
Second, we assessed the image quality preference of the pathologists by presenting them with

Fig. 4 Qualitative results comparison of the six networks and the HR and LR of (a) gynecologic,
(b) liver and pancreas, and (c) melocytic sites; The low resolution is fed to network to generate
images and the large image on left shows the span box.
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50 pairs of images, each consisting of the original image and the SR image. To prevent observer
bias toward any of the image categories, the images were arranged at random order (e.g., HR and
SR). The outcomes are shown in Table 3.

The diagnostic findings reveal that there is no significant difference between the usage of
generated SR images versus original HR images. This is demonstrated by the higher accuracy or
kappa score of the evaluation diagnosis in six instances with HR pictures versus six cases involv-
ing SR images. As shown in Table 3, assessing SR images, the third pathologist received higher
diagnostic score values. The second pathologist obtained higher diagnostic scores for HR pic-
tures, but the first pathologist had slightly better findings (e.g., 3.1% higher malignancy detec-
tion accuracy) for type and subtype identification in SR and HR visuals, respectively.

Although this may be subject to higher observer variability, the image quality preference
findings show that SR image are generally preferred by specialists. According to the data, just
one pathologist (i.e., number two) favored the HR images, and even in this instance, the expert
prioritized or was unable to identify substantial differences in 46% of the images. One patholo-
gist regarded 64% of the images to be fairly comparable, although in 34% of the instances all
observers preferred the SR images. Ultimately, the second pathologist deemed 68% of SR photos
to be preferable, whereas the rest of the images were found without discernible difference.

In summary, the gigapixel nature of WSI in digital pathology is absolute necessary to gen-
erate HR images for diagnostic purposes. However, the large size of WSIs also creates obstacles

Fig. 5 Qualitative results comparison of the six networks and the HR and LR of (a) prostate-testis,
(b) pulmonary, and (c) urinary tract sites. The low resolution is fed to network to generate images
and the large image on left shows the span box.
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for practical utilities of digital pathology, most notable extreme demands for high-performance
storage. This study, based on the largest publicly available dataset, demonstrated that the deep
GANs are indeed capable of predicting HR images from their LR versions. Some generative
models may be more suitable for computerized processing (e.g., RCAN and DBPN), and some
other based on adversarial training for visual inspection (e.g., ESRGAN). Our findings indicate
that actual/real (HR) and synthetic/fake (SR) images are identified by pathologists at equivalent
accuracy levels. As well, the pathologists have even visually preferred synthetic images to the
real images in many cases.
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Table 3 Pathologist assessment of fake (SR) versus real (HR) images; type defines benign
versus malignant; and subtype is the eight categories of BreakHis dataset.

Diagnostic classification assessment results

SR patch HR patch

Accuracy (%) Kappa score Accuracy (%) Kappa score

Pathologist one

Type 78.1 0.56 75.0 0.50

Subtype 15.6 0.04 21.9 0.11

Pathologist two

Type 78.1 0.56 71.9 0.44

Subtype 31.2 0.21 18.7 0.07

Pathologist three

Type 71.9 0.44 81.3 0.62

Subtype 25.0 0.14 34.4 0.25

Average

Type 76.0 0.52 76.0 0.52

Subtype 24.0 0.13 25.0 0.14

Quality preference results distribution (%)

Strong SR Slight SR No distinction Slight HR Strong HR

Pathologist one 4.0 30.0 64.0 6.0 0.0

Pathologist two 6.0 26.0 14.0 48.0 6.0

Pathologist three 4.0 64.0 32.0 0.0 0.0

Average 4.7 40.0 36.7 18.0 2.0
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