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Abstract. For digital image correlation to be firmly accepted as a validated displacement measurement system
in the industrial arena, a measurement must be captured by the analysis system at time of test which confirms
that the image correlation hardware and software system is performing as expected. To this end, a method for
validating stereo digital image correlation optical test setups is presented, which is traceable to the length stan-
dard. The method employs a screen, on which is displayed a randomized speckle pattern of appropriate pitch for
the test in question. This speckle pattern is then artificially translated by a known number of pixels on the screen,
and image pairs captured of the original and translated speckles. Processing of these data image pairs with
image correlation, and calibration of the pixel pitch of the display screen using a traceable measurement system,
allows the image correlation test setup to be traceably calibrated in terms of in-plane displacement. The method
is shown to be sufficiently sensitive and repeatable to provide a reasonably accurate, traceable validation in
a practical environment. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0 Unported License. Distribution or repro-
duction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.OE.56.3.033101]
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1 Introduction
Digital image correlation (DIC) is a powerful optical measure-
ment technique that provides full-field displacement and
strain data for a test specimen undergoing deformation.
Postprocessing software then tracks N × N pixel subset areas
within the image pairs using a random speckle pattern applied
to the surface of the specimen. DIC has been shown to be a
powerful technique in both the validation1 and revision2 of
numerical models, such as finite element simulations, as it
can provide a full-field data map contrary to traditional meth-
ods of comparing a model to point measurements provided by
strain gauges. Methodologies have been further developed for
the comparison between numerical data from simulation and
experimental data from optical measurements. However, in
order for DIC to be accepted as a traceable measurement,
it must be shown to be a calibrated measurement technique,
traceable to a recognized measurement standard by a continu-
ous chain of comparisons.

The most current measurement calibration methods for
DIC propose the use of a standardized reference specimen
to provide a “known” theoretically predicted displacement
or strain field. This data can then be compared to the exper-
imental optical measurements in order to quantify an un-
certainty value for those measurements. First, the SPOTS
project developed3 and provided guidelines4 for the use of
two reference specimens: a Brazilian disc;5 and a monolithic
four point bend beam for the evaluation and calibration of
optical measurements.6 Designed for use in terms of strain
measurement, the calibration specimens achieve traceability

to the standard for length through the use of a displacement
transducer.

The VANESSA project, a continuation of the SPOTS
project, developed a calibration method with the focus on
using optical techniques to validate computational solid
mechanics models.7 The outcomes of these projects propose
the use of a cantilever beam reference material for static or
dynamic loading cases in order to provide a “known” dis-
placement/strain field and a calibrated displacement trans-
ducer to provide traceability to the standard of length for
out-of-plane static loading.

This article proposes a measurement calibration procedure
that uses a commercially available, high quality screen, such
as a tablet or a high-definition television, to display artificially
generated images of known deformation/displacement fields.
The images are captured by a DIC stereo camera pair, having
previously undergone a system calibration in terms of the
intrinsic properties (lens distortion, focal length, sensor align-
ment, etc.) and extrinsic properties (distance and angles
between cameras) of the setup, and are then postprocessed
to produce measurements of the displayed deformation.
With the known characteristics of the screen and the images,
deviations between the imposed deformation displayed and
the measured deformation will represent the uncertainty of
measurements performed by that particular setup. While
using digital screens as reference for DIC measurements
has been done before, it has not been used for top-down quan-
tification of the measurement error.8 The method is fully
described in European Patent Application EP 30 26 632 AP.9

The core idea of the method is to make DIC measure-
ments more acceptable in an industrial setting. In industry,
stereo cameras are often used for measurements of flat or
initially flat specimens, undergoing in-plane deformation,
since a stereo optical setup deals better with misalignment,
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interference, and other practical challenges. Nevertheless,
the typically observed deformations are predominantly in-
plane and can be emulated by pixel-shift translations on a
digital screen. Using inexpensive, off-the-shelf equipment
provides an attractive method to achieve a traceable, if
potentially less accurate, validation of the measurement. The
method follows the top-down approach of error quantifica-
tion, measuring the resulting error instead of quantifying
each individual source of uncertainty.

The proposed method provides a solution for ensuring
DIC is a traceable measurement technique directly via the
display screen itself. This is achieved through the precise
measurement of the screen’s pixel pitch using a calibrated
device, such as a microscope, creating a traceable measure-
ment chain back to the length standard. It is intended that the
measurement calibration can be further developed and
expanded to any size screen in order to represent multiple
test setups, and has the capability to display images repre-
senting various types and magnitudes of deformation. In
addition, high-resolution screens with a high pixel density
could be custom made for the purpose, improving and
extending the applicability of the method.

This article evaluates the proposed measurement calibra-
tion method using a third-generation, 9.7-in. Apple iPad Air
with a screen resolution of 2048 × 1536 pixels (264 ppi)10

and a second-generation, 6-in. Kindle Paperwhite with a
screen resolution of 1200 × 825 pixels (212 ppi)11 as display
screens to show images representing rigid body in-plane
translations. This article will first describe the experimental
method behind the technique, including its route for trace-
ability and the setup used in testing. It will then present
results from these tests and subsequent discussions and con-
clusions, including proposals for further research.

2 Experimental Method

2.1 Traceability

Within this technique, traceability is achieved to the standard
of length through the measurement of the pixel pitch of the
display screen, as shown in Fig. 1.

For the purpose of this investigation, the technique was
applied to both liquid crystal display (LCD) and electronic
paper display (EPD) screens. A ZEISS Axio Imager. M1m
microscope with AxioCam HRc was used to verify the
screen manufacturer pixel pitch specification and provide
traceability.

The microscope was calibrated for measurement in ZEISS
AxioVision Rel 4.8 software using a 100 × 0.1 ¼ 10 mm
Pyser-SGI Ltd. PS1R stage micrometer graticule, which in
turn was within the validity of its calibration, completed
in accordance to UKAS requirements to give an expanded
measurement uncertainty of �0.5 μm at 20.0� 1°C. This
was achieved by performing three repeated measurements
using a laser interferometer of each 1 mm graduation on
the scale of the graticule from 1 to 10 mm. A single

value for combined standard uncertainty was calculated
using the root sum square of the standard deviations of each
set of repeated measurements. The expanded measurement
uncertainty value of �0.5 μm at 20.0� 1°C was then calcu-
lated using a coverage factor, k ¼ 2 to provide a confidence
level of 95%.

The laboratory in which the pixel pitch measurements
were performed was temperature controlled at 21°C. It was
verified that the effect of thermal expansion of the glass plate
of the graticule was insignificant in relation to the expanded
measurement uncertainty by calculating that a temperature
change of �1°C would induce a length change in the
glass of �90 nm over the length of the graticule (using a
coefficient of thermal expansion for glass of 9 × 10−6 per
°C at 20°C).12

Measurements of pixel clusters were taken at 12 regularly
spaced intervals around the LCD and EPD screens (each
cluster defined as one group of red, green, and blue subpixels
for the LCD screen and one black pixel for the e-ink
screen). The LCD screen was removed from the casing and
deconstructed until the color filter layer was revealed.
Measurements were completed on this layer because it is
assumed to most accurately represent the fixed dimension
of each subpixel used to display an image.

The EPD screen was not deconstructed because it does
not have the same layer construction as LCD screens.
Therefore, pixel pitch measurements were carried out on
the fully assembled screen, concentrating on the ink capsule
layer, Fig. 2.

The repeatability of the operator’s measurements was
assessed by measuring each set of pixels using 10×, 20×,
and 50× objective lenses, respectively. This range of lenses
was selected because it represents both the smallest and larg-
est magnifications where defined pixel edges are visible and
the distance between at least two pixel clusters can be
measured. For each image, a horizontal (X-axis) and vertical
(Y-axis) sequence of pixels was counted and measured
using the AxioVision Release 4.7 software package. Each

Fig. 1 Traceability chain for calibration method.

Fig. 2 Schematic view of one capsule from within the ink capsule
layer of an E-ink screen.
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measurement was then divided by the number of pixels
counted to give the average pixel pitch for each magnifica-
tion. Final pixel pitch values were then obtained by averag-
ing the pixel pitch in the X and Y directions across all
magnifications, Table 1.

An example image of pixels as viewed under the micro-
scope is shown in Fig. 3.

2.2 Pixel Pitch Measurement Uncertainty

The overall accuracy of the pixel pitch measurements is a
combination of both the calibrated hardware/software and
operator accuracy.

The hardware and software accuracy is 0.635 μm. The
value is taken directly from the calibration certificate. This
is a summation of the calibration’s variation of measurement
and uncertainty of measurement, averaged over both grati-
cules used.

Operator accuracy was determined from the difference in
measurements of the same pixels at different magnification.
The uncertainty in this process stems from the variability in
manually selecting the same point on each pixel in the image
due to the lack of clearly defined edges of the screen pixels.
Operator accuracy was determined by averaging the maxi-
mum variation in pixel pitch of the same pixel cluster for
each magnification case. This assumes that the same pixel
cluster is being measured for each of the magnifications.
The average was then taken and multiplied by the micro-
scope’s camera image pixel dimension at each given magni-
fication and divided by the average number of pixel clusters
measured at each magnification to give an overall user accu-
racy presented in Table 2.

The combined overall uncertainty is quantified in Table 3.

2.3 Test Set-Up

Tests were performed in a temperature-controlled laboratory
at 21°C. DIC data capture used a pair of Allied Vision
Technologies Dolphin F201-B 2 megapixel, 1∕1.8 0 0 sensor
cameras with 12-mm focal length Schneider C-mount lenses
at an f∕11 aperture. This combination of lens and sensor
demonstrates reasonable optical distortions (see κ-values
in Table 4) and the aperture was chosen to provide a
large depth of field for the experiment, while minimizing
the effects of diffraction. For each test, the DIC system
was set up in a conventional manner, with stand-off distance
approximately twice the camera separation distance to give a
camera angle of ∼30 deg, which was accurately confirmed
to 28.645 deg as parameter β from Table 4. The field of view
was optimized to match the screen dimensions as closely as
possible to utilize as many camera image pixels as possible.

A system calibration was performed, using Correlated
Solutions’ image acquisition software Vic-Snap 8 and post-
processing software Vic-3D 7, for application to all data

Table 1 Final pixel pitch values.

Direction LCD pixel pitch (μm) EPD pixel pitch (μm)

X 95.99 120.67

Y 96.02 120.21

Fig. 3 Close-up of the pixels of the different display types.

Table 2 Microscope measurement uncertainty—user.

Magnification

Microscope
camera pixel

dimension (μm)a

Average number
of tablet pixels

measured

Operator
accuracy
(μm)

10× 2.060 9 0.2889

20× 1.008 4 0.1495

50× 0.5038 2 0.1751

aAccording to microscope calibration.

Table 3 Microscope measurement uncertainty—overall.

Magnification Overall uncertainty (μm)

10× 0.9239

20× 0.7845

50× 0.8101
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analysis. The system calibration builds a model of the physi-
cal system in the software using intrinsic characteristics such
as the focal length and distortion of the cameras, extrinsic
characteristics such as the distance and angles between
the cameras, and the geometry of a calibration board that
consists of a number of control points with a fixed pitch.
For these tests, a calibration board with 9.02 mm spacing
between control points was used. Thirty image pairs of
the calibration board at different angles and orientations
were taken within a 200-mm deep control volume of the
stand-off distance with the cameras at an exposure time of
41.5 ms. These images were then imported into the DIC
postprocessing software and analyzed with respect to the
9.02 mm target used. This method achieved a calibration
score of <0.022 px for both LCD and EPD screen experi-
ments. This score corresponds to the average distance in
camera image pixels between a theoretical point predicted
by the model and its actual position in the image. A detailed
overview of typical camera system calibration parameters is
given in Table 4.

An ideal reference speckle image was sourced from an
image database supplied by the Metrology Workgroup of
the French CNRS research network 2519 “Mesures de
Champs et Identification en Mecanique des Solides/
Full-Field Measurements and Identification in Solid
Mechanics.”14 The scale and resolution of this image were
then cropped using Photoshop CS5 to provide an “optimal”
3-5 camera image pixels per speckle for the resolution of
each display screen. After this, the resolution of the speckle
image was fixed to match that of the display screen. This
speckle pitch has been shown to give optimal results in
terms of spatial resolution and measurement accuracy.15

The displacement images were then created by applying inte-
ger number of screen pixel shifts to this image in the X and
Y directions.

Prior to photographing the digitally translated speckle
patterns with the stereo DIC system, the success of the
numerical screen pixel translations between images was
verified by subtracting the relevant columns/rows of the
translated images from the reference speckle image. The
images were converted into 0–255 gray level matrices and
subtracted from each other to verify that the subtraction

result was a null field all zero entries which was the case
for all translations.

Three shift cases were generated for the X- and Y-axes,
each with 1, 5, and 10 screen pixel step sizes, as shown in
Table 5.

These cases were chosen to be representative of the vari-
ous test envelopes performed during structural testing of
aerospace components, portraying maximum displacements
of ∼2 mm, 10 mm, and 20 mm, for each case, respectively.

For each shift case, a sequence of 21 images was gener-
ated. Each starts with the reference image which is then
shifted by the step size 20 times to the maximum shift
value. Sample shifted speckle images of 0 px, 5 px, and
10 px image shifts can be seen in Fig. 4.

Tests were also conducted to investigate the effect, if any,
of image persistence or retention, an occurrence on LCD and
EPD screens wherein a remnant of the previous image may
be present in the following image. All shift cases were recap-
tured with a fully saturated white image presented in between
each shift image to erase any trace of the previously pre-
sented image. This was found to have a statistically insignifi-
cant effect on the LCD screen results but significant effect on
the EPD screen. Therefore, all shift cases on EPD screens
were captured using a fully saturated white image between
each shift image.

Furthermore, an investigation into the use of the backlight
built into LCD and EPD screens during the experiment was
also conducted. All cases of shifts were recaptured with full
screen backlight brightness and minimum possible backlight
brightness for each screen. These cases were then postpro-
cessed and the overall error of the measurements compared.
From the data, the use of backlight was found to have an

Table 4 Typical two- and three-dimensional camera calibration parameters for a calibration score of 0.021 px presented for repeatability. Camera
model and parameter naming follows standard convention.13

Individual cameras Camera system

Parameter (unit) Camera 1 Camera 2 Parameter (unit) Value

Center (X ) (px) 825.5� 1.1 817.3� 0.8 α (deg) 0.088

Center (Y ) (px) 627.2� 0.5 641.6� 0.5 β (deg) 28.645

Focal length (X ) (px) 2871.5� 1.1 2864.3� 1.1 γ (deg) 0.120

Focal length (Y ) (px) 2871.5� 1.3 2864.6� 1.3 T x (mm) −149.780

Skew (−) −0.317� 0.01 0.123� 0.01 T y (mm) 0.032

Distortion κ1 −0.151� 0.0 −0.138� 0.0 Tz (mm) 37.845� 0.003

Distortion κ2 0.234� 0.0 0.165� 0.0

Table 5 Shift cases in screen pixels.

Case Step (px) Maximum shift (px)

Case 1 1 20

Case 5 5 100

Case 10 10 200
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insignificant effect on the LCD screen results but significant
effects on EPD screen results with up to 0.07 screen pixels
greater maximum measurement error observed in results
using no backlight versus results using full backlight
brightness.

During all tests, the screen was supported so that it
remained physically stationary and perpendicular to the
DIC system throughout the data capturing process. For
each of the three X and three Y shift cases, the shift images
were displayed in order from the zero pixel shift reference
image to the maximum shift, a total of 21 images. The
shift images were presented using a slideshow format to
ensure there was no movement of the screen by the operator
between shifts. DIC data capture software was used to cap-
ture each shift image three times giving a total of 63 images
and each shift case was captured three times over three days
to ensure repeatability. The time each screen was on before
capture was found not to influence the measurements, which
is expected since temperature of the screens remain close to
ambient. A temperature fluctuation of <1°C was measured
for the EPD during extended operation, both with and with-
out backlight. Temperature change effects are thus consid-
ered negligible. It was also ensured that ambient lighting
did not change significantly during the capture process.

2.4 Postprocessing

The images were initially postprocessed using an area of
interest and coordinate system (set using three point selec-
tion) chosen as shown in Fig. 5. The origin and x- and
y-axis points of the coordinate system translation were
selected at the same pixel cluster in each analysis. It was cal-
culated that a small misalignment between the coordinate
system assigned in the postprocessing software and that
of the display screen/shift images had a negligible effect
on the resultant data. This can be illustrated as follows:
assume that during selection, the second point establishing
the x-axis deviates by 10 camera image pixels from the actual
x-axis of the screen. This is a very conservative estimation,
since a typical deviation in selecting points on a sharp image
is 1 to 2 pixels. For the EPD screen, the shorter of the
two targets, with ∼1000 camera image pixels between the
two picking points, this results in a misalignment angle
α ¼ tan−1 10 px

1000 px
≈ 0.01. From straightforward trigonom-

etry, the difference in the measured and actual displacement
would be 1 − cos α ≈ 0.005%. This error is very much

negligible when compared with the ≈0.1% to 1% uncertainty
of pixel pitch measurement.

This was additionally investigated by repeating the analy-
sis of a set of shift images and changing the particular pixel
chosen for the origin, x- and y-axis points by a few camera
image pixels in each direction in each analysis. Furthermore,
the default best plane fit coordinate system was also evalu-
ated using the same comparison method. By comparing the
produced error and standard deviation results in both inves-
tigations, it could be observed that the small changes in the
selected coordinate system had an insignificant consequence
on the values. As a result, all subsequent measurements were
postprocessed using the default best plane fit coordinate
system.

The subset size, which determines the size of the data
facet that is tracked across time, was set at 25 × 25 camera
image pixels so as to be sufficiently large to contain a distinct
speckle pattern while still computing results in a reasonable
time. Equally, the step size, which determines how many
data facets are tracked, was set at five camera image pixels
as a compromise between providing an acceptable amount of
data points and calculation time, yielding ∼55;000 data
points on each image of each translation case. In addition,
a seed point was added in the analysis area, at approximately
the same point on the speckle for each analysis, in order to
ensure the correlation ran smoothly with the larger pixel
shifts. Although not required for successful correlation,

Fig. 4 Sample shifted speckle images.

Fig. 5 Vic 3-D area of interest—LCD screen.
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the seed point was also added to the analysis of the smaller
shifts in order to keep consistency between tests.

Data were exported in the form of a mean and standard
deviation of displacement in only X or Y depending on
which parameter was shifted for each image. These are
mean and standard deviation values over the whole area
of interest of each correlation. Exported data were then aver-
aged across all repeated tests to achieve a single value for
each X and Y shift. These values were then converted
from meters (from camera calibration) to screen pixels by
dividing them by the appropriate X or Y pixel pitch value
from Table 1. This method was also used to achieve a single
standard deviation value, in screen pixels, for each shift.
Error, normalized error, and standard deviation of measure-
ment for each shift case were then graphically displayed to
assess the overall error of the system.

Error and normalized error were calculated according to
Eqs. (1) and (2), respectively. Normalization has the benefit
of presenting the results in a manner that clearly portrays
the relationship between the magnitude of the error and the
magnitude of the measurement.

EQ-TARGET;temp:intralink-;e001;63;353Error ¼ imposed shift −measured shift; (1)

EQ-TARGET;temp:intralink-;e002;63;323Normalized error ¼
�
�
�
�

error

# of pixels shifted

�
�
�
�
: (2)

Further to the calculated measurement errors, the DIC post-
processing software also calculates a confidence margin of
the results, known as the sigma value, which indicates
how well each subset of data is tracked between shifts. A
sigma value of zero indicates a perfect match while higher
numbers can indicate a poor match. Figure 6 shows the DIC
postprocessing software calculated sigma values for a 200-
pixel X-axis shift. Across all the measurements taken, all
data are reported with an average sigma range of 0.004 to
0.007 camera image pixels.

3 Results

3.1 Difference Between Screen Axes

Figure 7 shows the error for large displacements of the DIC
measurement at each imposed pixel shift for the two different
screens. Pixel shifts are imposed along the long (X) and short
(Y) axes of the screen (see also Fig. 5). The error is calculated
according to Eq. (1) and as discussed in Sec. 2.4. Several
important observations can be made based on the figure.

First, a linear relationship between the imposed shift and
the error is evident for both the EPD and LCD screens. This
is consistent with a constant normalized error (error per
pixel) as discussed further in Sec. 3.3.

The error along X and Y for the LCD screen is approx-
imately equal. This suggests little difference either between
the properties of the screen along the axes or the performance
of the DIC setup and algorithm. However, the error along the
y-axis of the EPD screen is much larger than along the
x-axis, due to steps one screen pixel at pixel shifts of 40,
120, and 200. On further inspection, including repeating the
test with a rotated screen to ensure no optical effect outside
of the screen is responsible, it is concluded that this error is
a result of the screen construction, which is slightly different
between the X and Y directions.

The well-defined behavior of the bias (1 px for every
80 px, starting at 40) suggests that a more involved method-
ology (e.g., not shifting the image from the edge, correcting
for the known bias, etc.) for displacing the image on the
screen might resolve the issue. However, in its current
form, the method still allows for unbiased validation of dis-
placements up to 40 screen pixels, or ∼4 mm.

Since the LCD screen behaves similarly in both principal
directions, all further results displayed are for displacement
along the long (X) axis of the screen unless explicitly
specified.

3.2 Standard Deviation

A clear sinusoidal dependence of the standard deviation of
measurement on the imposed shift can be observed in Fig. 8
for all three different steps. A similar sinusoidal pattern of
one camera image pixel period is observed in standard
deviation of error in DIC due to the periodicity of the proper-
ties of the camera sensors used in the image discretization
process.16 (While standard deviation of error and standard
deviation of measurement are distinct statistical properties,
they behave similarly if the sample size is sufficiently
large.) However, the sinusoidal patterns observed on the
figure have different periods for the different step sizes.
This is explained with the very close size of camera pixel
and imposed displacements. The aliasing effect observed is
similar to sampling a wave at sampling frequency lower
than the Nyquist frequency of the wave. Depending on
the sampling frequency, the wave appears to have different
(lower) frequencies. On Fig. 8, the step size is equivalent to
the sampling rate.

Fig. 6 Sample sigma—LCD screen.

Fig. 7 The error in pixels is linear with the imposed pixel shift, which
suggests constant normalized error in pixels. The two axes of the LCD
screen behave similarly. The short axis on the E-Ink (EPD) screen
shows a 1-px step in the error at 40, 120, and 200 px.
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A linear dependence appears to be added to the sinusoidal
behavior. Its distribution among different sources might re-
present interest for further investigation, but is beyond the
scope of the current discussion. Nevertheless, the fact that
standard deviation of measurement exhibits discretization
error behavior shows that measurements taken from a screen
do not introduce large unexpected random error which is
hidden in the rest of the results by the averaging process.

3.3 Difference Between Screens

Figure 9 shows the main results of the evaluation of the
method. The normalized error is calculated as detailed in
Eq. (2). Two different length scales are shown to illustrate
the short-range and long-range behaviors of the error.

The plot on the right-hand side of Fig. 9 shows the behav-
ior of the normalized error (error per pixel, in percent) at
large displacement scales. The constant nature of the
phenomenon is expected, since it is consistent with error
in the pixel pitch measurement, which has relatively large
uncertainty.

The size of the normalized error, on average about 0.5%
for the LCD and 0.05% for the EPD, is well within the mini-
mum necessary to perform a useful validation, which sug-
gests that both screens can be used in practice. However,
since similar a setup was used to evaluate both types of
screens, it can be reasoned that the EPD will add much
smaller traceable uncertainty to the measurement, despite
the larger screen pixel size.

The small-scale displacement plot on the left-hand side of
Fig. 9 shows the normalized error at small scales, up to
a pixel shift equivalent to ∼2 mm of displacement. The
EPD normalized error starts higher than the LCD error.

The reasons behind this can be numerous, but should in
general be attributed to the type of screen, as the LCD
uses a similar setup but has much smaller normalized error.
Nevertheless, the error of the EPD falls quickly with the
imposed shift and becomes comparable with LCD for dis-
placements larger than 500 μm.

Figure 9 shows that all sources contributing to the error of
the DIC measurement in the current study add up to ∼0.1%
to 1%, depending on the configuration. Since part of the error
is setup dependent, the error introduced by using a screen
with relatively large pixel pitch uncertainty is at most within
the same range.

4 Discussion
A number of prior developments to validate DIC output
focus on strain measurements. In its current form, the method
has not been tested in validating strain or out-of-plane mea-
surements. However, even without further development and
using established technology, Fig. 9 shows that the method
can be used to provide displacement validation to an accu-
racy of 0.1% to 1%, which is sufficient for many structural
testing applications.

The top-down approach has limitations in determining the
contribution of each individual source, since many apparent
and hidden sources of error are present. However, as dis-
cussed in Sec. 3.2, the influences of some sources can be
dominant in specific arrangements.

The main advantages of the proposed method lie in the
flexibility and simplicity of application. Methods relying
on physical artifacts often require means of deforming the
artifact, which can present practical challenges in an indus-
trial environment. The proposed method requires a single
device. The screen can display multiple speckle patterns
and cover a large range of deformations, with the minimum
achievable simulated displacement limited by the physical
size of a single display pixel. In practical situations, the
screen can easily be moved to different positions and orien-
tations, to provide validation for different areas of specimens
of complex geometry. The main constraint on the flexibility
is that in its current form the method allows validation of the
displacement only in the plane of the screen.

The measurement calibration method described within
this article was also replicated on AG Neovo RX-W3217

and LG 4K LCD18 television screens using a similar
setup. A sample set of speckle images were presented on

Fig. 8 The standard deviation of the measurement shows a sinusoi-
dal dependency, with a frequency dependent on the sampling step.
The sinusoidal behavior dominates at small displacement, while an
additional linear dependence is apparent at larger shifts.

Fig. 9 For large displacements, the normalized error is approximately constant, with E-Ink (EPD) screen
having an order of magnitude smaller error than the LCD. At very small displacements, LCD screens
provide smaller error, but EPD error decreases very quickly with increasing displacement.
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the screen, captured and postprocessed using the same
method as reported in this article. The obtained results for
error, normalized error, and standard deviation were found
to be statistically comparable to those reported above provid-
ing evidence that the proposed measurement calibration
method can be successfully applied in the experiments with
different scale and parameters.

5 Conclusion
A new calibration method is presented that provides valida-
tion of full-field, stereo DIC measurement systems in an
industrial environment in a way that is traceable to the length
standard. It is hoped that adoption of this method will
increase the acceptance of DIC as a measurement method
alongside other recognized traceable measurements, such
as electrical resistance strain gauges and physical artifacts.
The work performed demonstrates that displaying the
speckle pattern on screen does not introduce large additional
errors. Although the accuracy of the method is heavily de-
pendent on the uncertainty of pixel pitch measurements and
the construction of the screen used to display the speckle pat-
tern, off-the-shelf technology can be used readily with suf-
ficient accuracy to quickly and easily validate displacements
in situ.
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