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Abstract. For accurate color reproduction of motion pictures or still
pictures of moving objects, we developed a different one-shot six-
band image-capturing and visualization system that combines multi-
band and stereo imaging techniques. The proposed system consists
of two consumer-model digital cameras and an interference filter
whose spectral transmittance is comb-shaped. Subpixel correspon-
dence search between the stereo image pairs is conducted and
image transformation whose parameters are estimated from the cor-
respondence is used to correct the geometric relationship between
the images. TheWiener estimation method is used for color reproduc-
tion. For experiments, we have constructed two six-band camera sys-
tems to evaluate the quality of resultant images. One is for capturing
high-resolution images using digital single-lens reflex cameras. The
other is for capturing motion pictures using digital video cameras,
for which all image processing steps after image capture are imple-
mented on graphics processing units and the frame rate of the system
is 30 fps when image size is XGA. For both systems, the average
color difference between the measurement data and estimation
results for 24 color patches of the Macbeth ColorChecker™ is
dEa�b� ¼ 1.21 at maximum. © The Authors. Published by SPIE
under a Creative Commons Attribution 3.0 Unported License.
Distribution or reproduction of this work in whole or in part requires
full attribution of the original publication, including its DOI. [DOI: 10
.1117/1.JEI.22.3.033025]

1 Introduction
Recently, with the rapidly evolving multimedia technologies
and visual telecommunications systems, color reproduction
by color imaging systems is commonly required and technol-
ogies and techniques for achieving it are being explored. In
visual telecommunications applications—such as electronic
commerce, telemedicine, and electronic art museums- real-
istic color reproduction is very important as if the object is
being directly observed. For this purpose, natural and high-
fidelity color reproduction, high-resolution imaging, and
dynamic-range enhancement are key technologies. Also
important for achieving realism in archiving (e.g., cultural
heritage and medical applications) are the reproduction
and display of the high-fidelity colors and gloss of objects,
as well as the reproduction of their texture, three-dimensional
(3-D) shape, microstructure, and movement. However, it is
difficult to accurately reproduce the color of an object under
arbitrary illumination conditions using current imaging sys-
tems based on three-band image capturing, especially when
the illumination at the image observation site is different
from the illumination of the image capturing.

Multispectral imaging technology, which estimates the
spectrum using multiband data, is a solution for accurate
color reproduction. Although several types of multiband
camera systems in the field of still imaging have been devel-
oped,1–8 most of them are multi-shot-type systems, such as a
monochrome camera with a rotating filter wheel, and they
cannot take images of moving objects. Ohsawa et al.8
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have developed a six-band HDTV camera system. However,
the system requires very expensive customized equipment.
In order to make multispectral technology pervasive, equip-
ment costs must be reduced and the systems have to be able
to take images of moving objects.

In this article, we present a stereo one-shot six-band
image capturing system that combines multispectral and
stereo imaging techniques to meet these requirements.
The proposed image capturing system consists of two con-
sumer-model digital cameras and an interference filter whose
spectral transmittance is comb-shaped (the characteristics
of the interference filter are described later). We have con-
structed two types of stereo six-band camera systems. One
is for capturing high-resolution six-band still images of
moving objects with two digital single-lens reflex cameras.
Both cameras are synchronized by a remote controller and
captured images are transferred to memory on a PC. The
other is for capturing motion pictures using digital video
cameras, for which all image processing steps after image
capture are implemented on graphics processing units
(GPUs) and the frame rate of the system is 30 fps when
the image size is XGA.

The process for the proposed system mainly comprises
four steps:

Step 1 Stereo image acquisition.
Step 2 Subpixel correspondence search between the cap-

tured stereo image pair.
Step 3 Geometrical transformation of the captured image

for generating a six-band image.
Step 4 Spectrum-based color reproduction.

Note that the proposed system mainly deals with the dif-
fuse reflection component. Obtaining the specular reflection
component and capturing bidirectional reflectance distribu-
tion require another more complicated setup.

In related research, Shresta et al. have presented a six-
band stereoscopic camera and simulations and experimen-
tal results of color reproduction.9–11 Like our system, their
systems consist of a stereo camera and one or two sheets of
color filter. However, their systems do not address several
important issues. One is the need for real-time processing
of all operations, ranging from image capture to displaying
the color reproduction results. A live-view function is also
strongly required in various fields, such as digital archiv-
ing of moving pictures to conform the image quality
including color. This is particularly true in medicine
and archiving cultural heritage because the illumination
condition is often constrained to avoid obstructing medi-
cal procedures surgical and to preserve target objects.
Another issue is the accuracy of collecting registration
errors in each stereo pair. Registration errors between
two three-band images consisting of a six-band image
cause pseudocolor in the resultant image of color repro-
duction. To avoid degrading image quality, subpixel cor-
respondence matching and collection technique should
be introduced. Third, a strategy for deciding the sensitivity
of the six-band camera is important. Shresta et al. used a
filter selection algorithm to select color filters among a
set of filters readily available on the market. Therefore,
color patches of training sets influence the filter selection
and affect the results of color reproduction. In addition,
the spectral sensitivity of their camera system is also

dependent on and limited by the set of commercially avail-
able color filters. In contrast, the filters used in our system
are custom made and designed to divide the sensitivity of
the camera (from 400 to 700 nm) into six parts with equal
intervals. This means that the bandwidth of spectral sen-
sitivity of the digital camera becomes almost halved. We
show practical solutions for these issues in this article.

In what follows, each of the above-mentioned steps is
described in detail and experimental values for each system
are evaluated and discussed. The article concludes with a
short summary.

2 Stereo Image Acquisition
Figure 1 shows the proposed six-band image capturing sys-
tem. The right camera captures a normal RGB image. The
left one, with the interference filter mounted in front of the
lens, captures a specialized RGB image. Figure 2 shows
the principle of six-band image capturing using the interfer-
ence filter. The spectral transmittance of the filter is comb-
shaped. The filter cuts off short wavelengths, i.e., the peaks
of both the blue and red in the original spectral sensitivity of
the camera. It also cuts off the long wavelength of green. The

Fig. 1 Stereo six-band camera.

Wavelength

Spectral transmittance of the filter

Wavelength

Fig. 2 Spectral sensitivity of the camera with the interference filter.
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captured three-band stereo images are combined into a six-
band image for color reproduction.

Other one-shot six-band camera systems8,10 use two color
filters and capture two specialized RGB images. On the other
hand, our system captures a normal RGB image and a spe-
cialized RGB image. The sensitivity of the camera becomes
almost half with the filter mounted in front of the lens. When
the illumination is not bright enough for the camera with the
filter (e.g., the illumination conditions are constrained for
preserving target objects in archiving historical heritage),
the underexposed image degrades the color accuracy of
the resultant image. Even in such situations, our proposed
system can guarantee the image quality reproduced from a
conventional RGB camera system even though the color
reproduction quality may be degraded.

3 Correspondence Search
The captured two images have parallax. Therefore, to gen-
erate a six-band image from the pair of images, one image
should be transformed to adjust it to the other image. As a
first step to do that, a search for corresponding points
between two images is carried out. The detected correspond-
ing points are used for estimating image transformation
parameters to correct geometric relationships between the
images. Although the two cameras take images of the same
target object, the color balance between the two images is
quite different because of the interference filter mounted
in front of lens of one camera. General detection methods12,13

cannot work well in such a case. To find corresponding
points between a stereo image pair, we use a subpixel cor-
respondence matching technique that combines local block
matching by the phase-only correlation (POC) method and
the coarse-to-fine strategy based on pyramid representa-
tion.14 POC, a high-accuracy image-matching technique
that uses phase information in the Fourier domain, can esti-
mate translation between two images with subpixel accuracy.
It is also robust against illumination changes, noise, and
color shifts caused by differences in the spectral sensitivity
of a camera. The computation of POC is suitable for imple-
mentation on GPUs since their computations can be per-
formed in parallel.15 Details of POC are described in the
following sections.

3.1 POC Function
Consider two N1 × N2 images, fðn1; n2Þ and gðn1; n2Þ,
where we assume that the index ranges are n1 ¼
−M1; · · · ;M1 and n2 ¼ −M2; · · · ;M2 for mathematical
simplicity, and hence N1 ¼ 2M1 þ 1 and N2 ¼ 2M2 þ 1.
Let Fðk1; k2Þ and Gðk1; k2Þ denote the two-dimensional
(2-D) discrete Fourier transforms (DFTs) of the two images.
Fðk1; k2Þ and Gðk1; k2Þ are given by

Fðk1; k2Þ ¼
X
n1;n2

fðn1; n2ÞWk1n1
N1

Wk2n2
N2

¼ AFðk1; k2ÞejθFðk1;k2Þ (1)

and

Gðk1; k2Þ ¼
X
n1;n2

gðn1; n2ÞWk1n1
N1

Wk2n2
N2

¼ AGðk1; k2ÞejθFðk1;k2Þ; (2)

where k1 ¼ −M1; · · · ;M1, k2 ¼ −M2; · · · ;M2, WN1
¼

e−j
2π
N1 , WN2

¼ e−j
2π
N2 , and the operator

P
n1;n2 denotesPM1

n1¼−M1

PM2

n2¼−M2
. AFðk1; k2Þ and AGðk1; k2Þ are ampli-

tude components, and ejθFðk1;k2Þ and ejθGðk1;k2Þ are phase
components.

The cross spectrum Rðk1; k2Þ between Fðk1; k2Þ and
Gðk1; k2Þ is given by

Rðk1; k2Þ ¼ Fðk1; k2ÞGðk1; k2Þ
¼ AFðk1; k2ÞAGðk1; k2Þejθðk1;k2Þ; (3)

where Gðk1; k2Þ denotes the complex conjugate of Gðk1; k2Þ
and θðk1; k2Þ ¼ θFðk1; k2Þ − θGðk1; k2Þ. On the other hand,
the cross-phase spectrum (or normalized cross spectrum)
R̂ðk1; k2Þ is defined as

R̂ðk1; k2Þ ¼
Fðk1; k2ÞGðk1; k2Þ
jFðk1; k2ÞGðk1; k2Þj

¼ ejθðk1;k2Þ: (4)

The POC function r̂ðn1; n2Þ is the 2-D inverse DFT of
R̂ðk1; k2Þ and is given by

r̂ðn1; n2Þ ¼
1

N1N2

X
n1n2

R̂ðk1; k2ÞW−k1n1
N1

W−k2n2
N2

; (5)

where
P

n1;n2 denotes
PM1

n1¼−M1

PM2

n2¼−M2
.

3.2 Subpixel Image Registration
Consider fcðx1; x2Þ as a 2-D image defined in continuous
space with real-number index x1 and x2. Let δ1 and δ2 re-
present subpixel displacement of fcðx1; x2Þ in x1 and x2
directions, respectively. So, the displaced image can be rep-
resented as fcðx1 − δ1; x2 − δ2Þ. Assume that fðn1; n2Þ and
gðn1; n2Þ are spatially sampled images of fcðx1; x2Þ and
fcðx1 − δ1; x2 − δ2Þ, defined as

fðn1; n2Þ ¼ fcðx1; x2Þjx1 ¼ n1T1; x2 ¼ n2T2; (6)

and

gðn1; n2Þ ¼ gcðx1 − δ1; x2 − δ2Þjx1 ¼ n1T1; x2 ¼ n2T2;

(7)

where T1 and T2 are the spatial sampling intervals, and
index ranges are given by n1 ¼ −M1; · · · ;M1 and
n2 ¼ −M2; · · · ;M2. Let Fðk1; k2Þ and Gðk1; k2Þ be
the 2-D DFTs of fðn1; n2Þ and gðn1; n2Þ, respectively.
Considering the difference of properties between the
Fourier transform defined in continuous space and that
defined in discrete space carefully, we can now say
that

Gðk1; k2Þ ≅ Fðk1; k2Þ · e−j
2π
N1
k1δ1e−j

2π
N2
k2δ2 : (8)

Thus, R̂ðk1; k2Þ is given by

R̂ðk1; k2Þ ≅ e−j
2π
N1
k1δ1e−j

2π
N2
k2δ2 : (9)

The POC function r̂ðn1; n2Þ will be the 2-D inverse DFT
of R̂ðk1; k2Þ and is given by
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r̂ðn1; n2Þ ¼
1

N1N2

X
k1k2

R̂ðk1; k2ÞW−k1n1
N1

W−k2n2
N2

≅
α

N1N2

sinfπðn1 þ δ1Þg
sin

�
π
N1

ðn1 þ δ1Þ
� sinfπðn2 þ δ2Þg
sin

�
π
N2

ðn2 þ δ2Þ
� ;

(10)

where α ¼ 1. The above equation represents the shape of the
peak for the POC function for common images that are
minutely displaced from each other. The peak position of
the POC function corresponds to the displacement between
the two images. We can prove that the peak value α decreases
(without changing the function shape itself) when small
noise components are added to the original images. Hence,
we assume α in practice.

In order to reduce the computation time, we can use one-
dimensional (1-D) POC instead of 2-D POC (Ref. 16) when
the stereo image pair is rectified,17 since the rectified stereo
image pair has only horizontal translations.

4 Geometrical Transformation of the Captured
Image for Generating Six-Band Image

Next, the shape of the image captured with the interference
filter is adjusted to that of the other image using the detected
corresponding points. Projective transformation is a simple
method and works well for 2-D objects. When the target
object has a 3-D shape, nonlinear transformation is better.
The thin-plate spline (TPS) model18 was used for image
transformation in this work. The resultant two three-band
images are combined into a six-band image.

Although this system can acquire both spectral color
information and depth information at the same time, depth
information is not used in the process of generating a six-
band image from the captured stereo image pair because
of the computational cost to achieve real-time image pro-
cessing. Depth information obtained from detected corre-
sponding points would improve the quality of the generated
six-band images.

5 Spectrum-Based Color Reproduction
As shown in Fig. 3, an object’s surface reflects light from an
illumination source. Let the illumination spectrum and spec-
tral reflectance beWðλÞ and fðλÞ, respectively. The observed
spectrum, IðλÞ, can be represented as

IðλÞ ¼ WðλÞfðλÞ; (11)

where λ is wavelength. Let us consider a situation where the
reflected light is captured by an L-band sensor. Let f be the

spectral reflectance of the object represented in a P-dimen-
sional space, W be a P × P diagonal matrix whose diagonal
elements represent the spectral power distribution of illumi-
nation, and S ¼ ½S1ðλÞ; S2ðλÞ; · · · ; SLðλÞ�T be an L × P
matrix whose row vectors represent the spectral sensitivity
of the sensor. Equation (11) can then be rewritten in vector
representation as

I ¼ Wf: (12)

By using the Wiener estimation method,19 the spectral
reflectance is estimated from the camera signal, c ¼ SWf ¼
Hf , as

f̂ ¼ Mc;M ¼ RHtfHRHtg−1; (13)

where f̂ is the estimated spectral reflectance,M is the Wiener
estimation matrix obtained from H, and R is a priori knowl-
edge about the spectral reflectance of the object, respectively.

In the Wiener estimation method, we used a correlation
matrix R, which is modeled on a first-order Markov process
covariance matrix, in the form

R ¼

0
BBBBB@

1 ρ ρ2 · · · ρP−1

ρ 1 ρ · · · ρP−2

ρ2 ρ 1 · · · · · ·
· · · · · · · · · · · · · · ·
ρP−1 ρP−2 · · · · · · 1

1
CCCCCA
; (14)

where 0 ≤ ρ ≤ 1 is the adjacent element correlation factor;
we set ρ ¼ 0.999 in our experiments, on the basis of our pre-
vious experimental experience.

Using the estimated spectral reflectance, the spectral
power distribution of illumination for observation, and
tone-curves and chromaticity values of primary colors of
the display monitor, we calculate output RGB signals.
Even when the illumination light used at an observation
site is different from that for image capturing (e.g., daylight
is used for image capturing and fluorescent lamp is used at
observation sites), the color observed under the observation
light can be reproduced as if the object is in front of
observers.

6 Experiments
In the experiments described below, the possibility of a
stereo six-band camera system for color reproduction is con-
firmed. First, the relationship between the color reproduction
accuracy and distance between the two cameras is evaluated.
Several stereo-pair images were captured while the distance
between the two cameras was changed. The estimated color
and spectral reflectance of a color chart were compared with
the measurement results obtained with a spectrometer. Next,
2-D and 3-D objects were captured using the proposed still
camera system, and the results of color reproduction using a
six-band image generated from stereo-pair images were com-
pared with the real objects. Finally, all the steps from image
acquisition to displaying the color reproduction image were
implemented on GPUs. The computation time for each proc-
ess and the total computation time are evaluated using the
proposed camera system for motion pictures.

)(W )(λW

)(λf )(f

)()()( λλλ fWI =

Fig. 3 Model of reflected light observation.
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6.1 Experimental Equipment for Still Image
Acquisition

We used two of the same consumer-model digital cameras
(D700, NIKON), which can write out raw image data with-
out any color correction in the NEF file format. The D700
model can take 12-Mpixel images, and its bit depth is 14 bits.
We analyzed the NEF file format and converted NEF files
into a general raw file format. Figure 4 shows the spectral
transmittance of the interference filter and spectral sensitivity
of the camera. Note that it does not have sensitivity lower
than 400 nm and higher than 700 nm because UV- and
IR-cut filters are attached to the image sensor. For illumina-
tion, we used artificial solar lamps (SOLAX™, SERIC)
whose spectral power distribution is close to natural sunlight.
Before starting the experiments, characters of the display
monitor (primary colors and tone curves) were also measured

to ensure the colors of the resultant images are displayed
correctly.

6.2 Relationship Between Color Reproduction
Accuracy and Distance Between the Two
Cameras

We evaluate the accuracy of reproduced color and spectral
reflectance when the distance between the two cameras is
changed. Macbeth Color Checker™ was used as a target
object. The focal length of the lens was 105 mm. The dis-
tance between camera and color chart was 2 m. As a first
step, the first image was captured without the interference
filter. Then the interference filter was attached in front of the
camera lens and the second image was captured. Next, the
camera with the filter was moved 15 cm horizontally in 1 cm
intervals (see Fig. 5) and filtered images were captured at
each position. The exposure setting (shutter speed, iris,
etc.) of the camera was fixed. To correct registration errors
between the image captured without the filter and the images
captured with the filter, projective transformation was used to
generate a six-band image of the color chart.

Figure 6 shows a part of the estimated spectral reflectance
of Macbeth Color Checker™. The estimation results when
the camera’s moving distance d ¼ 0, 5, 10, and 15 cm are
plotted. To evaluate the estimation results, we also measured
the spectral reflectance using a spectrometer, and the meas-
urement results are plotted on the same graphs. We can see
that the distance the camera is moved does not affect the esti-
mation of spectral reflectance under this experimental geom-
etry. Good estimation results were obtained between 400 nm
and 700 nm wavelengths. There are some errors in the near
UV- and near IR-wavelength domains caused by the UV- and
IR-cut filter on the image sensor. (All results of estimated
spectral reflectance of 24 patches of Macbeth Color
Checker™ are shown in Fig. 7.)

Fig. 5 Geometrical setup for evaluating the relationship between
color reproduction accuracy and the position of the two cameras.

Fig. 6 Part of the estimated spectral reflectance of Macbeth Color Checker™.

(a) (b)

Fig. 4 Spectral transmittance of the interference filter (a) and spectral sensitivity of the six-band camera system (b).
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Next, color difference dEa�b� between measured and
estimated colors was calculated. Averaged color differences
of 24 color patches are dEa�b� ¼ 0.97, 1.05, 1.15 and 1.21
when d ¼ 0, 5, 10, and 15 cm.

6.3 Experimental Results for 2-D Objects
We used old paints that had been applied on cloth as target
objects in this experiment. The objects look flat, but their
surface actually gently undulates and is uneven. The distance

Fig. 7 Estimation results of spectral reflectance of 24 patches of Macbeth Color Checker™.
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between the center of the lenses of the two cameras was
15 cm.

First, we took two images of the objects using the pro-
posed system at once (cameras were controlled by remote
control software and remote shutter release). The exposure
settings (shutter speed, iris condition, etc.) of both cameras
were the same. The lenses of both cameras were also the
same (in this experiment, we used a lens with a focal length
of 105 mm). Figure 8 shows two captured images. Here,
color balance of the image captured without the interference
filter looks incorrect because we used a raw data image from
the image sensor.

Second, corresponding points between the two images
were detected by using the 2-D POC method. Reference
points on the reference image were sampled in 50-pixel inter-
vals, and the corresponding search was carried out at each

reference point. The local block size was 128 × 128 pixels
and the search range was �32 pixels. Using the detection
results, the image captured with the interference filter was
transformed according to projective transformation. It took
almost 10 s for the detection and transformation processes.
Then, a six-band image was generated.

And finally, the six-band image was converted into an
RGB image by spectrum-based color reproduction method.
With the GPU-based calculation, these color reproduction
processes were run almost in real time. The resultant
image is shown in Fig. 9. Artifacts or pseudocolor such as
double edges caused by image registration errors cannot be
observed. The resultant RGB image (Fig. 9) was compared
with the real object and also with the image generated by the
two-shot type six-band camera system.7 It is confirmed that
the resultant image generated with the proposed method is

Fig. 8 Captured images without filter (a) and with filter (b).

Fig. 9 Color reproduction results for paints on cloth.
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the same color as the object, and the quality of the resultant
image is the same as that for the conventional methods. No
registration errors remain among the band images generated
by the proposed method.

Figure 10 shows a reconstructed shape of the paint based
on a Delaunay triangulation using the detected correspond-
ing points. The obtained mesh model is well fit with the
resultant image and the image looks natural. Although
depth information is not used for image transformation in
this article, using it would improve the quality of generated
six-band images, especially for 3-D objects.

6.4 Experimental Results for 3-D Objects
Next, we used a traditional Japanese kimono hung on a man-
nequin as a target object. The distance between the two cam-
eras was 18 cm. The focal length of the lens was 60 mm. In
this experiment, when a six-band image was generated from
a stereo-pair image, the TPS model was used for image trans-
formation instead of projective transformation. The captured
images were divided into subimages whose image size was
256 × 256 pixels because TPS uses a large amount of
computer memory. Reference points on a subimage were

sampled in four-pixel intervals, and a corresponding search
was carried out at each reference point. The local block size
was 64 × 64 pixels and the search range was �16 pixels.
After correspondence matching in each subimage, all result-
ant images were merged into a six-band image. Figure 11
shows an example of the image transformation results.
Double-edge textures (green edges) can be seen in the
image before transformation. To confirm the image transfor-
mation accuracy of this camera system, we carried out
experiments using distances between the object and camera
of 4, 3, and 2 m. The height of the mannequin is 150 cm.
Figures 12–14 show the resultant image for each capturing
geometry. In each figure, the color reproduction images
before image transformation is on the left, the results of
color reproduction image transformation are in the center,
and the grid image presenting the transformation result is
on the right. The grid image shows how the captured
image was transformed. Observing the resultant images in
Figs. 12 and 13 (distance: 4 and 3 m), it seems that the
image transformation works very well and good color repro-
duction quality can be obtained. On the other hand, con-
cerning Fig. 14 (distance: 2 m), there are some areas with

Fig. 10 Reconstructed shape of the paint.

Fig. 11 Image transformation and color reproduction results for 3-D object.
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mis-transformation results, especially around relatively hard
edges with self-occlusion (e.g., around the sleeve of the left
arm). This indicates that the distance limit for image captur-
ing is 2 m when the camera setup is the same as that used in
this experiment.

6.5 Experimental Equipment for Moving Picture
Acquisition

Two digital cameras (Grasshopper-20S4C, Point Grey
Research Inc.) with the IEEE 1394b (800 Mbit/s) interface

were used. This model can write out raw image data without
any color correction and can take XGA-size (1024 × 768
pixels) images, each of which has a bit depth of 16 bits at
30 fps. The baseline length of the two cameras is 44 mm,
which makes it possible to reduce the influence of image par-
allax between the two cameras in six-band image generation.
Figure 15 shows a photo of the camera system and its spec-
tral sensitivity used in this experiment. Note that each camera
has sensitivity higher than 400 nm and lower than 730 nm
since UV- and IR-cut filters are attached to the image sensor.

Fig. 13 Experimental results (distance from camera: 3 m).

Fig. 14 Experimental results (distance from camera: 2 m).

Fig. 12 Experimental results (distance from camera: 4 m).
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The spectral transmittance of the interference filter is same to
that of the still camera system (Fig. 4).

Two graphics cards (nVidia GeForce GTX580) were
installed into a PC and used for real-time image processing.
The CPU on the mother board is an Intel Core i7-980
3.3GHz, and the size of the main memory is 12 GB.

6.6 Experimental Results for Six-Band Video System
The target object used in the experiment was a 3-D Japanese
doll on a rotating table. The camera array was placed 2.5 m
from the object. 1-D POC for correspondence search and
projective transformation were used for generating six-band
images. Figure 16 shows the image processing procedure
of the system. There are four main steps: (1) rectification
of a stereo image pair, (2) subpixel correspondence match-
ing, (3) geometric correction of the image to generate a six-
band image, and (4) color reproduction. All the steps are
implemented on GPUs. Although the six-band image can
be generated well in the case of 2-D objects like tapestries,
several adjustment errors remain in applying projective trans-
formation to the whole image of a 3-D object. The adjust-
ment errors cause artifacts (e.g., double edges or pseudo

Fig. 15 Stereo six-band video system.

Fig. 16 Diagram of image processing of the six-band stereoscopic
video system.

Fig. 17 Color reproduction results.
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color) in the resultant images of color reproduction. To avoid
the adjustment errors, the captured images were divided into
several subimages and projective transformation was applied
to each subimage. Then, all transformed subimages were
merged into be a six-band image.

The results of color reproduction are shown in Fig. 17.
Few artifacts (e.g., double edges or pseudo color) caused
by image transformation error are observed. Comparing the
resultant image to the real object confirms that the color of
the object is well reproduced. Comparing the resultant
images obtained from this system and a two-shot type six-
band camera system,7 which uses the same digital camera
and filter, it can be seen that reproduction of almost the
same image quality, especially color, is achieved. The result-
ant moving pictures were displayed on an LCD monitor in
real time.

Next, we compared the total computation times when
the size of the subimage and the sampling interval of image
data for running POC and projective transformation were
changed. The subimage sizes were 256 × 256, 512 × 512,
and 1024 × 768 pixels. The sampling intervals of the refer-
ence points were 8, 10, 16, and 20 pixels and the computa-
tion time was evaluated for each interval. The local block

size was 32 pixels and the search range was �8 pixels.
Table 1 shows the results, which indicate that the sampling
interval of correspondence search larger than 16 pixels is
required in order to achieve the frame rate of 30 fps when
the subimage sizes are 256 × 256 and 512 × 512 pixels.
Table 2 shows the computation times of each processing.
The sampling interval of the correspondence search was
16 pixels. Note that the computation time for projection
matrix generation depends on the subimage size and affects
the total computation time materially because the number of
subimages becomes large when the size of the subimage
becomes small. It is confirmed that the system can achieve
the frame rate of 30 fps regardless of subimage size.
Additional experiments confirmed that this system runs at
15 fps when the image size is SXGA (1280 × 1024 pixels).

7 Conclusion
A novel six-band image acquisition and real-time color
reproduction system using stereo imaging have been pro-
posed. The system consists of two consumer-model digital
cameras and an interference filter whose spectral transmit-
tance is comb-shaped. It works well for 2-D objects that have
a wavy structure like a tapestry. In order to extend this system
to 3-D objects, the TPS model, a kind of nonlinear transfor-
mation method, was implemented, and it worked well for
generating a six-band image from a stereo-pair image.
Moreover, all image processing steps after image acquisition
to display color reproduction results are implemented on
GPUs and the frame rate of the system is 30 fps when
image size is XGA. Although this six-band video system
uses 1-D POC and projective transformation for reducing
computational time for generating a six-band image from
a stereo image pair, dividing captured images into some sub-
images enables the system to work well even when the target
object has a 3-D shape.

Depth information is not used in the proposed system. It
can be estimated from the result of the correspondence
search and would improve the quality of the generated
six-band images. There is a problem that accurate six-band
information cannot be obtained from a captured stereo-pair
image when the target object has glossy surface, such as a
car body, because the appearance of gloss captured by each
camera is different. In such a case, depth information would
also be effective in overcoming this problem.
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