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Abstract 

A two dimensional quality function which counts both the number of mixed view images and disparity between images 

is derived based on the one dimension quality function which counts the number of mixed view images in multiview 3 

dimensional imaging systems. This function predicts the quality of images with reasonable accuracy. This is proved 

experimentally. 

 

1. Introduction 

The compositions of images projected to viewers’ eyes at the viewing zones of multiview 3 dimensional(3-D) imaging 

systems using microoptics plates such as arrays lenticular, parallax barrier, microlens and gratings as the viewing zone 

forming optics, are different for different spatial regions in the zone. In general, the viewing zones are the spatial places 

where viewers can perceive depth sense through the images displayed on the display panel and they are geometrically 

divided into many spatial viewing regions. Each of these viewing regions is also divided into many sub-regions 

corresponding to the number of pixel cells in the display panel[1]. The compositions in the viewing regions are 

classified into the number of different view image composing the images. In the viewing regions along the parallel 

plane to the panel, at which the viewing distance is defined, individual view images are separately viewed but in the 

regions adjacent to the individual view image viewing regions, a part from each of two adjacent view images are 

patched together to form a new image, and in the viewing regions adjacent to these viewing regions, a part from each of 

3 adjacent view images are patched. In this way, n  different view images are patched together to compose a complete 

image at each of the viewing regions located further away from the parallel plane when n  different view images are 

displayed at the panel. Hence the quality of projected images in these regions will be different for different regions. The 

image quality is more deteriorated as the number of different view images involved to form the new images 

increases[2]. In this point of view, a quality function was devised to quantify the image quality by simply taking the 

inverse of the number of different view images patched together[3,4]. However, the function did not consider the 

quality deteriorations due to increase in the widths of the viewing regions. The widths of viewing regions are either 

increased or decreased depending on the viewer distance from the parallel plane. They are increased if the distance 
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increases but decreased if viewers are close to the display panel. If the widths are more than the viewers’ interocular 

distances, the viewers’ two eyes can be in the same viewing region. So viewers may not perceive any depth sense. 

Since the main quality of 3-D images is the depth sense, perceiving no depth sense is the most serious quality 

deterioration in 3-D images. For the case when the widths are decreasing, the viewers’ two eyes are not located at two 

adjacent viewing regions but two viewing regions separated several viewing regions apart. In this case, the depth sense 

can be enhanced or deteriorated due to difficulty in fusing the images projected at the regions.  

In this paper, a two dimensional quality function is derived to include the disparity between images on the display panel 

and its effectiveness is proved experimentally.  

 

2. Image compositions at each viewing region 

Since the image compositions at different viewing regions in the 3-D imaging systems are defined geometrically, the 

basic optical geometry of forming viewing zone in the 3-D systems should be examined to define the compositions. Fig. 

1 depicts the viewing zone forming geometry of the 3-D imaging system for the case when the display panel is 

consisted of 5 pixel cells and each pixel cell is composed of four pixels specifying four different view images of 1, 2, 3 

and 4. The number combinations in each viewing regions and viewing sub-regions represent a pixel of each view image 

in each pixel cell seen at each viewing sub-regions. Hence they represent the image composition seen at these regions. 

The parallel plane is the place where all magnified images of pixel cells on the display panel are completely superposed 

together and is named as viewing zone cross-section(VZCS). Since the pixel cells are having the same shape and pixel 

structure, and pixels in the panel are the same, all magnified pixels in each pixel cell are completely matched with those 

of other pixel cells in the panel. However since the magnified images are continuously expanding, the images are no 

longer matched at the viewing regions of before and behind the VZCS. Hence the compositions of images projected to 

viewer eyes will be different for different viewing regions. At the regions along the VZCS, there are four different 

viewing regions corresponding to four different view images. These viewing regions are specified as region 1. In these 

regions, the pixels belong to the same view images from all five pixel cells are seen. Hence different view images are 

separately seen at these regions. Behind and before the region 1, regions 2 for three different viewing regions, 3 for two 

different viewing regions and 4 for one different viewing region, are followed. The region 2 is also divided into sub-

viewing regions corresponding to the number of pixel cell-1. Region 3 will be different for different number of the 

pixel cells. The image compositions of four sub-regions of the top viewing region in region 2, are either 11112, 11122, 

11222 and 12222, or 21111, 22111, 22211 and 22221 from the top, respectively. For the second and third viewing 

regions, the image compositions at the viewing sub-regions are 22223(32222), 22233(33222), 22333(33322) and 

23333(33332, and 33334(43333), 33344(44333), 33444(44433) and 34444(44443), respectively. Hence in this region, 

two adjacent view images are involved to form a new image at each viewing region. In region 3, the image 

compositions in sub-regions of top and bottom viewing regions are 11223(32211), 11233(33211), 12223(32221) and 

12233(33221), and 22334(43322), 22344(44322), 23334(43331) and 23344(44332), respectively. In this region, 3 three 

adjacent view images are involved to form a new image for each viewing region. In region 4, the compositions are 
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11234(43211), 12234(43221), 12334(43321) and 12344(44321) for four sub-regions. In general, for n  different view 

images with m ( nm ≥ ) pixel resolution(pixel cells) for each view image, 1) there will be 2n  viewing regions and 

2) these viewing regions are grouped into 12 −n  regions, 3) regions No. 2 and n  are divided into 1−m sub-

viewing regions, and the projected image in each region is synthesized by the number of different view images 

corresponding to the region number. The geometry can be equally applied for IP[5]. Fig. 2 is showing the methods of 

synthesizing a new image by patching image strips from eight different view images. In this figure, it is assumed the 

strips have the same size but in actual case as shown in Fig. 1, the strip width is not the same. The width is different for 

different sub-regions. Fig. 3 shows examples of the patched image at the region 8 according to the procedure shown in 

Fig. 2. Fig. 3(a) is for forward order and 3(b) for reverse order. The reverse order images are seen at the viewing 

regions in left side of the VZCS. As shown in the figures, it is hard to find the difference of the new images from the 

individual view images and between them visually, though it is known that these images are synthesized from an image 

strip of each view images. This is why it is necessary to devise a new quality function which represents more 

effectively quantifying the quality of images projected to viewers’ eyes in the viewing regions of the viewing zones.  

 

 

Fig. 1 Image compositions at different viewing regions in viewing zone. Regions 1, 2, 3 and 4 indicate numbers of 

different view images mixed together to form images seen at the regions..  
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Fig. 2 Methods of synthesizing new images at different regions by patching image strips from different view images  

 

 

 

 

 (a) Forward Order                                (b) Reverse Order 

Fig. 3 Examples of mixed images  
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3. A new quality function 

The quality function )( jQ (where nnj ,...,0,...,−= ) which is defined as the inverse of the number of different view 

images patched together, is represented as[3,4],   

j
jQ

+
=

1
1)(                                        (1)      

where nnj ,...,0,...,−=  represents node numbers defined in Fig. 4. Fig. 4 is a redrawn figure of Fig. 1 without point 

light source array for 4=n . It shows node planes and images seen at these node planes are specified by numbers. 

Numbers 1, 2, 3 and 4 represent different view images. If j is replaced by )( njii +=  as in Fig. 4, i  becomes 

ni 2,...,0= . In this case, the distance of each nodes from the display panel, ( )izb  and the distance between nodes in 

each node, ( )iwb  are represented as,  
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where Dbc /= , b and d are the width of VZCS and the distance between the display panel and VZCS, 

respectively. From Eq. 2, i is solved, transformed to j  and is substituted to Eq.1. Then Eq. 1 becomes a function of 

z ( ( )izb  is replaced by z ), i.e., )( jQ  becomes )(zQ .  
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Fig. 4 The geometry defining disparity and node planes and points 

 

Since Dbc /=  and D is a variable representing the distance between two arbitrary horizontal pixel cells on the 

display panel, )(zQ  can be replaced by ),( DzQ . Hence Eq. 3 is written as,  
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In Eq 4, D  defines both the positions of node planes and a view image pixel from each of the two pixel cells, which 

will be combined at each node in each node plane, hence D is defined here as disparity. 

In Fig. 5, Eq. 5 is depicted for 5 different D values of 0, 1, 2, 3, 4cm, cmd 25= , cmb 5.5=  and 4=n . The 

horizontal line represents z values in cm unit.   
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Fig. 5 ),( DzQ for different D and z values 

 

From Fig. 5, it is obvious that 1)0,( =zQ without regard to z values because only one pixel cell is involved in this 

case. The starting point of each ),( DzQ  is becomes different due to the fact that 0=i position becomes further 

away from the display panel as shown in Fig. 5. The ),( DzQ  values for the starting points of all D  values are the 

same as )1/(1 +n as expected. Since the z value ranges for higher D values are decreasing, the area for 

higher ),( DzQ values is decreasing. This means that the images with big disparities can only be observed with a good 

quality, i.e., with no or small distortions within viewing regions in a short range of depth direction. Out of the range, 

they will be seen with a low quality, with higher distortions. As a consequence, some visual images with exceeding 

disparity can be discarded from practical usage even if they could be built with using a formal procedure. The upper 

limit for disparity can be found from Eq. 5. But still human factor-wise research is necessary to determine the limit. 

 

4. Experimental Results 

The experiments are performed with a portable 3-D display device[6] capable of displaying 4 different view images in 

the horizontal line. Virtually the device contains 120 light sources. Totally, 9 experiments were made for the different 

combinations disparity values and nodal plane positions. A testing image consisted of four vertical lines is located near 

the center of the screen. Each vertical line represents a view image and each view image is identified by the relative 

position in the screen. Since the lines are thin, for better identification of each line, the testing image is enclosed within 

a bounding square. This square works like a pixel cell. The vertical lines are displayed independently so that they do 

not interfere with each other. To verify the image mixing at different node planes for different disparity values as shown 

in Fig. 4, another square with the same vertical lines and size as in the first square is displayed with a certain distance 

D  in the horizontal direction. This testing layout allows evaluating experimentally the composition of images viewed 

at the different viewing regions and contribution of each pixel cell in different locations of the panel for the device, to 

the composition. The experiments were performed in the following way: A camera movable to both 
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horizontal( −x axis) and depth( −z axis) directions is installed in front of the device to make its axis normal to the 

display panel of the device. Then the two squares with controlled distances are displayed and seen by the camera. The 

camera position is adjusted to both directions for better images. In Table 1, the theoretically obtained x and z axes 

values from Eq. 4 are compared with the experimentally obtained values. As shown in Table 1, the difference between 

the experimental and the theoretical are less then 8%. This means that Eq. 4 can predict the image quality fairly well.  

 

     Table 1. Comparisons between theoretically and experimentally obtained x and z values 

Theoretical Experimental 
Disparity 

D, cm 
Combinations Distance z, cm Displacement 

x, cm 

z, cm x, cm 

1.0 {1,2,3,4} 25.0 1.38 24.0 1.3 

1.0 {1+2, 2+3, 3+4 } 10.5 0.58 13.5 0.75 

2.0 {1,2,3,4} 25.0 1.38 26.0 1.25 

2.0 {1+2, 2+3, 3+4, 

1+4} 

14.8 0.94 17.0 0.9 

3.0 {1,2,3,4} 25.0 1.38 28.0 1.4 

3.0 {1+4}  17.1 0.94 20.5 0.9 

3.0 {1+3, 2+4} 13.0 0.72 14.5 0.8 

3.0 {1+2, 2+3, 3+4, 

1+4} 

10.5 0.58 12.4 0.6 

4.0 {1,2,3,4} 25.0 1.38 27.0 1.45 

 

Average 

25.0 1.38  

26.3 

 

1.33 

Standard deviation   1.71 

(6.5%) 

0.96 

(7.2%) 

 

The last two rows of Table 1 contain the values averaged for the entire experiment. In the current experiments, the 

averaging is only applied to the combination {1,2,3,4} observed from the design distance.  

Fig. 6 shows the clear appearance of 4 view images (combination {1,2,3,4}) from 4 corresponding locations within the 

designed observation base, i.e., at VZCS. In this case, only a square is displayed. There is no disparity.  
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Fig. 6. Different view images seen at VZCS . 

 

In Fig. 7 and 8, various combinations of views are shown as they are seen from locations other than the design base. 

The photographs were taken from transition areas of different types, mixed with neighbor (combinations 1+2, 2+3, etc.) 

and mixed with neighbor of neighbor (combinations 1+3, 2+4, etc.).  

 

    
 

Fig. 7. Images seen at various viewing positions when  cmD 2=  and cmz 17=  

    

Fig. 8. Images seen at various viewing positions when  cmD 3=  and cmz 5.14=  

 

These figures clearly demonstrates that the predictions of different view image mixing as depicted in Fig. 4 are right. 
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Conclusion     

The quality function represented by Eq. 4 can predict the image compositions at different viewing regions with a good 

accuracy. In current experiment, the prediction is correct with less than 8% difference from the experimentally obtained 

values. The function predicts that as the disparity increases the viewing zone depth for a specified quality value 

decreases. The effectiveness of the quality function should be checked by considering human factors  
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