
M
m
a

E
W
C
N
A
J

2
F
F

F
N
A
J

A
A
F
F

1

M
m
o
i
r
g
b
t
a
a
c
t
m
T
t
m
fl
s
c
p
f
r
3
t
c

A
U
v
F
e

Journal of Biomedical Optics 14�2�, 024048 �March/April 2009�

J

onte Carlo modeling of multilayer phantoms with
ultiple fluorophores: simulation algorithm

nd experimental validation

milie Péry
alter C. P. M. Blondel

édric Thomas
ancy University
utomatic Control Research Centre �CRAN�

oint Research Unit �UMR� 7039 Nancy University,
National Center for Scientific Research �CNRS�

, avenue de la Forêt de Haye
-54516 Vandoeuvre-lès-Nancy
rance

rançois Guillemin
ancy University
utomatic Control Research Centre �CRAN�

oint Research Unit �UMR� 7039 Nancy University,
National Center for Scientific Research �CNRS�

nticancer centre “Centre Alexis Vautrin”
venue de Bourgogne
-54511 Vandoeuvre-lès-Nancy
rance

Abstract. This work is first a description of a statistical simulation
algorithm developed for simulating the spectral absorption and emis-
sion of several fluorophores in an absorbing and diffusing multilayer
model. Second, a detailed experimental validation of the simulation
program is conducted on two sets of liquid and solid multilayer phan-
toms, containing one, two, or three fluorophores, within absorbing
and scattering media. Experimental spatially resolved reflectance
spectra are acquired in the wavelength band 400 to 800 nm and
compared to corresponding simulated spectra. The degree of similar-
ity between experimentation and simulation data is quantified. The
results obtained underline good correlations with mean errors varying
from 2 to 10%, depending on the number of layers and on the com-
plexity of the phantom’s composition. © 2009 Society of Photo-Optical Instru-
mentation Engineers. �DOI: 10.1117/1.3122368�
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Introduction and Context

odeling of absorption, diffusion, and fluorescence pheno-
ena in a biological tissue allows the study of the distribution

f light that propagates in it, while taking into account its
ntrinsic optical properties.1,2 These physico-optical characte-
istics depend chiefly on the concentrations, sizes, morpholo-
ies, spatial orientations, biochemical composition, and meta-
olic activity of the tissue compounds as well as their struc-
ural organization �cell and conjonctive tissue layers varying
ccording to the type of organ, for instance�.3 These elements
re fundamental characteristics of the gold standard histologi-
al diagnosis of healthy and pathological states of biological
issues. Among the main light-absorbing tissues �chro-

ophores�, melanin, hemoglobin, and water are to be found.4

he elastic scattering of light in tissues is due to variations of
he indices of refraction between intra- and extracellular ele-

ents �nuclear cells, cell organelles, etc�.5 Finally, multiple
uorescing macromolecules also exist naturally in living tis-
ues such as proteins �collagen, elastin, keratin�, enzymes and
oenzymes �various forms of flavins, NADH�, or
orphyrins.1,6 These intrinsic fluorophores have relatively dif-
erent but overlapping excitation and emission spectra cove-
ing spectral bandwidths of 280 to 450 nm and
50 to 700 nm, respectively. These fundamental elements are
argeted by optical methods for in-vivo diagnosis and biologi-
al tissue characterization.7–9
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For a given tissue �especially epithelial ones�, the presence
and concentration of many fluorophores vary with the depth,
and according to pathological changes, including cancer.
Several studies show that a classification of the states of
healthy, hyperplastic, and dysplastic tissues is made possible
by using different wavelength bands, the shape of spectra, and
the relative amplitudes of emission intensities �including the
contrast between porphyrins and NADH/FAD, i.e., I610–690
versus I440–535�,10,11 or by in-depth access to the intrinsic fluo-
rescence spectra �the fluorescence spectra acquired at the sur-
face are modulated by the absorption from chromophores or
fluorophores and the diffusion of the medium�.12–14 For ex-
ample, Biswal et al.15 show that the profile of autofluores-
cence spectra obtained with 440-nm excitation is clearly al-
tered by the characteristics of porphyrin absorption dips at
540 and 580 nm. These studies also highlight that the mea-
sured bulk tissue autofluorescence results from the superposi-
tion of emissions of these molecules, whose absorption �exci-
tation� and emission spectra overlap. For example, the
absorption spectrum of elastin �320 to 420 nm� overlaps with
the second peak of the NADH absorption spectrum and a
portion of the one of collagen, as well as those of porphyrins
and the first peak FAD �360 to 420 nm�, so that the emission
spectra of fluorescent proteins �elastin, collagen, keratin,
360 to 460 nm� and NADH �400 to 530 nm� respectively
overlap with the absorption spectrum of porphyrins and the
second absorption peak of FAD.16 The consideration and
analysis of these interactions come together to properly model
the interactions of absorption/multiple excitation and spectral
emission of several fluorophores.

1083-3668/2009/14�2�/024048/11/$25.00 © 2009 SPIE
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Consequently, knowledge and/or identification of tissue
ptical properties is required in many clinical applications
uch as in-vivo diagnosis and noninvasive follow up, photo-
ynamic therapy �PDT�, or laser surgery.17 A large part of
hotodiagnostic methods target cancerology applications and
specially studies of epithelial tissues �hollow organs, skin�
here 85% of the cancers occur. The implementation of spec-

roscopic methods in situ can easily be performed by means of
ultiple-fiber probes �i.e., called “point spectroscopy” or “op-

ical biopsy”�.6,18 The diagnostic efficiency of such ap-
roaches has already been validated separately for autofluo-
escence, diffuse reflectance, and elastic scattering
pectroscopies on numerous tissues �skin,18,19 cervix,20 oral
ucosa,21,22 bladder,23 and breast24�. However, it can still be

mproved by combining those methods, as shown for the
ervix,8,25 breasts,26 head and neck,14 bronchial tree,27 and oral
avity.28

Models of light propagation in tissues are of importance
nd needed in a number of works where the extraction of
ocal intratissular information based on global surface mea-
urements is a challenge �for example, fluence spatial distri-
ution, oxygen or chromophore concentration, intrinsic fluo-
escence quantification, and optical coefficient
dentification�.2,3,9,29–32

The Monte Carlo method has been widely used in the past
0 years in many studies for simulating the propagation of
ight in turbid and complex media, such as biological
issues.33 It consists in propagating a packet of elementary
nergy �photon or group of photons� step by step, with ran-
om sampling of the length and direction of the displacement
teps, as well as the proportion of energy absorbed in each
lementary voxel of the medium, with reference to probability
istribution functions depending on the optical coefficients of
he medium.

The advantage of this statistical simulation method lies in
rst providing accurate results, whatever the interfiber or
ource-detector distances, and second in providing the de-
ailed spatial distribution of the fluence while taking into ac-
ount a large number of parameters: the intensity spectrum of
he excitation source, the locations and geometries of both
llumination and light collection, the local coefficients of ab-
orption and diffusion, the refractive indices and dioptres,
tc.34

Wilson and Adam35 and Flock et al.36 were among the first
o introduce the use of the Monte Carlo method for modeling
ight-tissue interactions and propagation in multilayer struc-
ures. They validated their algorithm on highly diffusing
hantoms at a unique wavelength of 633 nm. In 1993, Wu,
eld, and Rava37 proposed a monolayer theoretical model
oupling absorption, diffusion, and fluorescence, and taking
he quantum yield as well as an isotropic emission of fluores-
ence into account. An experimental validation performed on
rterial tissues highlighted that intrinsic fluorescence informa-
ion may be extracted from global colocalized measurements
f fluorescence and diffuse reflectance.

Between 1992 and 1995, Wang, Jacques, and Zheng34,38

eveloped Monte-Carlo for multilayered media �MCML�, a
eference program in C-code for simulation in multilayer
odels, freely available on the web, and widely used since

hen for simulating light absorption and light diffusion be-
ween 350 and 1000 nm, in various experimental
ournal of Biomedical Optics 024048-
configurations39,40 and on different types of tissues.3,5,33,41

Monte Carlo methods are widely used to model the fluo-
rescence emitted by the tissues to study the effects of
excitation/emission geometries on fluorescence, as well as
those of the absorption and diffusion properties of the me-
dium, and to study the links between bulk measured fluo-
rescence and intrinsic fluorescence at different depths of
tissue.42 They have been applied by Keijzer et al.43 and Welch
et al.44 to study the human aorta autofluorescence, depending
in particular on excitation and emission geometries and on the
fluorescence quantum yield; by Zonios et al.45 to connect the
spectra measured in clinics and the human colon tissue micro-
structure; by Qu et al.12 to measure the optical properties to
study the distortion spectra of autofluorescence depending on
the optical properties of lung tissues; and by Drezek et al.13 to
determine the relative contribution of two fluorophores
present in the epithelial �NADH� and stromal �collagen� lay-
ers of a bilayer tissue model. In 1997, Zeng et al.2 simulated
fluorescence excitation and emission in two steps: Monte
Carlo calculation of the fluence distribution at one single ex-
citation wavelength of 442 nm, then fluorophore excitation
with reference to that distribution and final calculation of the
propagation for fluorescence emission �seven-layer model,
470- to 750-nm bandwidth�. Following the same approach,
Welch et al. in 199744 applied Monte Carlo to a multilayer
model for simulating the propagation of an excitation light at
476 nm and the emission of fluorescence light at 600 nm to
study the factors that influence the shape of the autofluo-
rescence spectra measured. They showed that 90% of the
emitted fluorescence measured comes from thicknesses of tis-
sue up to 0.5 mm �at 476 nm�. This algorithm was then modi-
fied by Drezek et al. in 2001, and applied to cervical tissues
�monoexcitation at 380 nm�.13 In 2001, Müller et al.29 vali-
dated a correction method of the absorption and diffusion con-
tributions to recover an intrinsic fluorescence spectrum, taking
into account the spectral dimension of the optical coefficients.
However, the algorithm proposed was not validated for fluo-
rophores with high quantum efficiency and high absorption,
and secondary emission of fluorescence was not implemented.
In 2003, Liu, Zhu, and Ramanujam33 were the first to describe
precisely an algorithm of statistical simulation of fluorescence
with one excitation wavelength and one emission wavelength.
They also gave the expressions of the optical coefficients of
the model with reference to absorption and diffusion by fluo-
rescence. A rigorous experimental validation was carried out
with fluorescence and diffuse reflectance on phantoms for an
excitation wavelength of 460 nm and an emission one at
520 nm. Ma et al.32 compared the results obtained with a
simplified analytical model of fluorescence and a simplified
method of Monte Carlo for simulating time-resolved fluores-
cence. They observed that the Monte Carlo method gives bet-
ter results when fluorophores lie in areas close to the source
and to the detection fibers, as well as for short interfiber dis-
tances. A Monte Carlo code was developed by Vishwanath
and Mycek46 in 2005 to simulate excitation and time-resolved
fluorescent light propagation at multiple wavelengths in a bi-
layered turbid model. Experimental validation was conducted
on two-phase �liquid and solid� layered tissue-simulating
phantoms. In 2006, Chandra et al.47 obtained good agreement
in comparing reflectance and fluorescence spectroscopic mea-
March/April 2009 � Vol. 14�2�2
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urements made on cartilage tissue samples with simulation
esults using their time-resolved photon propagation code for
ultifluorophore emission.
The Monte Carlo technique developed by Churmakov et

l.48,49 simulates the spatial distribution of fluorescence exci-
ation by combining a scattering-center matrix �calculating
cattering paths� and an absorption calculation based on the
ath length applied to a multilayer model of human skin. In
008, Palmer and Ramanujam50 experimentally validated a
ew extraction method of intrinsic fluorescence with a Monte
arlo model based on the work of Swartling et al.51 and Graff
t al.52 The model is validated using liquid synthetic phantoms
ith a single fluorophore in light-induced fluorescence spec-

roscopy ��exc=330 nm, �em=350 to 500 nm� and diffuse re-
ectance spectroscopy �330 to 600 nm�. The proposed model
ptimizes the fast-track approach based on the reciprocity
rinciple to determine the absorption energy density grid, ap-
lying scaling relations to the two grids according to the set of
ptical parameters and using quasidiscrete Hankel transform
or the convolution of the two grids �faster�. Liebert et al.53

lso developed a new Monte Carlo algorithm that simulates
hoton fluorescence generation and diffusion in a multilayer
ime-resolved model. The principle of absorption and scatte-
ing of a packet of photons computes the probability of
bsorption fluorescence as a conversion �at an excitation
avelength� of a specific percentage of this packet; the emit-

ed photons are then propagated at the emission wavelength.
his methodology implies an isotrope distribution, values of

educed scattering coefficients identical at both emission and
xcitation wavelengths, and does not take the reabsorption
nto account.
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ig. 1 Schematic representation of the N-layered model used to simu-
ate light transport in phantoms. e=	i=1

N ei is the total thickness of the
hantom and ei, ni, �a

i , �s
i , gi, Sexc

fi , and Sem
fi are respectively the thick-

ess, the refractive index, the absorption coefficients, the scattering
oefficients, the anisotropy factors for the N layers, and the excitation
nd emission spectra of the fluorophore. di are the center-to-center
istances between the excitation fiber and M acquisition fibers. n1
nd n2 are the refractive index of surrounding medium, i.e., air �n1
1� and plastic �n2=1.46�.
ournal of Biomedical Optics 024048-
Thus, one of the current difficulties resides in the coupled
simulation of absorption, diffusion, and multiple fluorescence
in a multilayer medium, over a broad spectral band. Further-
more, these works also confirm the necessity for a rigorous
experimental validation of the simulation algorithms prior to
their application to biological tissues.

Several of the algorithms that have been developed mostly
consider multilayer models with a maximum of one fluoro-
phore per layer and without taking into account any effect of
reabsorption or re-emission. The work presented in this work
is an incremental contribution to the continuation of the works
of Liu, Zhu, and Ramanujam33 and Churmakov et al.48,49 in
particular by providing a solution taking into account both the
spectral dimension �full spectra of absorption and emission of
the fluorophores� and reabsorption/re-emission by several
fluorophores whose absorption and emission spectra overlap.

Consequently, this work presents the principle of an algo-
rithm developed for simulating the spectral absorption and
emission of several fluorophores in a multilayer model. The
experimental validation of the program implemented in C is
performed with reflectance data measured at different dis-
tances between excitation and collection fibers on various
mono- and multilayer phantoms containing absorbing, diffus-
ing, and fluorescing compounds.

2 Materials and Methods
2.1 Monte Carlo Simulations

2.1.1 Basic principle and fundamental algorithm
The simulation of spatially resolved light transport in multi-
layered models is already well documented in the
literature.34,54,55 We used these bases to develop our algorithm
for multiple fluorescence.

Our modeling configuration of a semi-infinite medium
with N layers parallel to each other is considered, with one
excitation optical fiber and several emission or collecting fi-
bers �Fig. 1�. Each layer is described by the following para-
meters: the thickness e �mm�, the absorption coefficient �a���
�cm−1�, the scattering coefficient �s��� �cm−1�, the refractive
index n, and the anisotropy factor g���.

In short, the principle of random migration of photons con-
sists in displacing a large number of photons or photon pack-
ets �usually a few hundreds of thousands at least� in directions
and over distances drawn at random with reference to density
probability functions characterizing the medium ��a ,�s ,g�.

First, the source photons with an initial “weight” equal to
unity are injected at origin coordinates from a random posi-
tion inside the diameter of the excitation fiber. Each new 3-D
direction of propagation is determined by statistical sampling
of:

• the deflection angle � in �0,��, i.e., the angle between
the previous and new direction lines in the same plane, is
defined by its cosine based on the Henyey-Greenstein scatter-
ing phase function56 as:

cos � =
1

2g
�1 + g2 − � 1 − g2

1 − g + 2g�
�2� , �1�

with � being a random variable uniformly distributed between
0 and 1.
March/April 2009 � Vol. 14�2�3
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• the azimuthal angle �angle with the previous plane� � in
0 ,2�� is defined as:

� = 2�� . �2�

he distance traveled by the photon in the new direction is
efined as a step �s of variable size randomly drawn as a
unction of probability density depending on the optical pa-
ameters of the layer:

�s = −
ln �

�a + �s
. �3�

fter each displacement �step�, a part of the photon’s weight
s deposited due to absorption �proportional to the ratio of the
ptical coefficients� at the 3-D coordinates where the photon
s in the medium. The propagation of a photon ends either
hen its weight drops below a threshold level or when it

eaves the medium. The weight of the photon leaving the me-
ium at coordinates corresponding to the positions of the
mission fibers is finally recorded.

.1.2 Algorithms previously developed for
fluorescence simulation

iu, Zhu, and Ramanujam33 experimentally verified Monte
arlo modeling of fluorescence and diffuse reflectance mea-

urements in turbid, tissue-like phantom models. By consi-
ering the optical parameters of a fluorophore �af �absorption
oefficient of the fluorophore� and � �fluorescence quantum
ield�, the authors defined the absorption probability for fluo-
escence as follows:

p = �af/��a + �af + �s� . �4�

he experimental validation was performed on phantoms with
arious concentrations of India ink as an absorber, polysty-
ene balls as diffusing elements, and flavin adenin dinucle-
tide �FAD� as fluorophore, at a unique excitation of 460 nm
nd for measurements at a unique emission wavelength of
20 nm.

Churmakov et al.48 simulated the spatial fluorescence dis-
ribution within the human skin. In their simulation algorithm,
ach photon packet produces only one fluorescent event. Their
imulation results suggest that the distribution of autofluo-
escence is significantly suppressed in the near-infrared spec-
ral region. In 2004, Chang et al.57 compared the results of

onte Carlo simulations with an analytical model of fluores-
ence in a two-layer model applied to normal and preneoplas-
ic epithelial tissue. Their results show that the analytical

odel provides a good description of fluorescence for the
ptical properties of normal and precancerous cervical epithe-
ium and stroma. Finally, Matuszak, Sawow, and

asilewska-Radwanska58 implemented the simulation of
uorescence spectra in two steps: the simulation of the exci-

ation spectrum to obtain the intensity of light inside cells
ontaining a fluorophore, and then the simulation of emitted
hotons �emission spectra�.
ournal of Biomedical Optics 024048-
2.1.3 Simulation algorithm developed for multiple
fluorescence �proposed solution�

Each layer of the medium �Fig. 1� is considered homogeneous
with a thickness e, a refractive index n, an anisotropy factor g,
and absorption and scattering coefficients, respectively �a and
�s. In our model, each layer can also contain one or more
fluorophores expressed by the following complementary pa-
rameters: the absorption coefficient �af���, the fluorescence
quantum yield ����, the emission spectra Sem

fi ���, and the
molecular concentration of the fluorophores.

The implementation of multiple fluorescence involves
three principal steps: first the absorption of a photon by a
fluorophore as a function of its absorption spectra and con-
centration in the medium, second the choice of an emission
wavelength with reference to its emission spectra, third the
generation of the fluorescence photon in a new direction.
These various stages are detailed in the flowchart of Fig. 2,
which is part of the main classical Monte Carlo algorithm.

Considering an absorbing and diffusing medium contain-
ing nf fluorophores with absorption coefficients �afi

��� and
associated quantum yields �i��� �i� �1,nf��, the stepsize �s
is calculated in the following way:

�s = −
ln �

�t
,

with �t = �a + 	
i=1

nf

�afi
+ �s, �5�

where �� �0,1� is a random number generated from a uni-
form probability distribution.

At each absorption event, a first test T1 is carried out to
decide whether it is statistically due to a fluorescent com-
pound �Fig. 2�. The probabilities pabs that a photon is ab-
sorbed by a “pure” absorber and pfi

that a photon is absorbed
by a fluorophore f can respectively be defined as:

Fig. 2 Flowchart of the fluorescence algorithm part of the main stan-
dard Monte Carlo simulation program.
i

March/April 2009 � Vol. 14�2�4
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pabs =
�a

�t
and pfi

=
�afi

�t
. �6�

herefore, a random number is calculated from a uniform
istribution scaled with reference to the total probability of
bsorption �pabs+	ipfi

�:

�norm = � � ��a + 	i�afi

�t
� , �7�

nd it is decided that the photon is absorbed either by a “pure”
bsorber if 0	�norm
 pabs, or by the fluorophore f i if:

pabs + 	
i=0

nf−1

pfi
	 �norm 	 pabs + 	

j=i+1

nf

pfi
�pf0

= 0, nf � 2� .

�8�

In the first case �photon absorbed by a “pure” absorber�,
he photon’s weight becomes:

�a = �b�1 −
�a

�a + 	i�afi
+ �s

� , �9�

ith �b ,�a being the photon weights before and after absor-
tion.

In the second case �photon absorbed by a fluorophore f i�, a
econd test T2 is performed to decide whether conversion into
uorescence happens, depending on the fluorophore quantum
ield �Fig. 2�. Again, the principle consists in generating a
andom number � uniformly distributed between 0 and 1.

• If this random number is higher than the quantum yield
alue � ��
�	1�, then the incident photon is not converted
nto fluorescence. It continues its way until the next event,
fter having updated its energy level with reference to �afi

as
ollows:

�a = �b�1 −
�afi

�a + 	i�afi
+ �s

� . �10�

• If 0	�	�, then the incident photon is fully absorbed
nd a new photon of fluorescence is generated at the same
oordinates in the medium. The first propagation direction of
he new emission photon is randomly sampled between 0 and
60 deg.

The emission wavelength of the new photon is also ran-
omly sampled according to a probability distribution corres-
onding to the emission spectrum of the fluorophore, what-
ver the absorption wavelength. For example, if a fluorophore
as an emission peak at a given wavelength, then the highest
he probability emission of a fluorescence photon would be at
his wavelength.

The values of the emission spectrum Sem
fi ��� for each fluo-

ophore f i being known, the following probability of emission
f a fluorescence photon at a wavelength � j is associated:

p�photon�� j�� = v��� j� =
Sem�� j�

	 j=1
np Sem�� j�

, �11�

here j� �1,np� and np accounts for the total number of
oints �wavelengths� used to discretize the emission spectrum.
ournal of Biomedical Optics 024048-
A photon of fluorescence can cause another event of ab-
sorption fluorescence �the “cascade” effect�. In addition, an
incident photon absorbed at a wavelength �abs cannot be con-
verted into an emission photon with a wavelength lower than
�abs.

In the program based on the flowchart in Fig. 2, a specific
file was created for each fluorophore in each layer, in which
the values of the absorption and emission spectra, quantum
yield, and absorption coefficient of fluorophores are stored.
The simulation is made in the ascending way, i.e., from the
lowest wavelength to the highest one, with 10-nm sampling
steps.

Finally, the function of cumulative distribution Cv� such as

Cv��� j� = 	
i=1

j

v���i� ,

with j� �1,np� is used to choose the wavelength of emission
in the following way:


if � 	 Cv���1� ⇒emission at wavelength �1

if Cv��� j−1� 
 � 	 Cv��� j� for j � 2,

⇒emission at wavelength � j
� ,

�12�

with �� �0,1� as a uniformly distributed random number.

2.2 Instrumentation Setup for Experimental
Validation

We used a spatially resolved reflectance spectroscopy con-
figuration. It consists in a laser diode �Laser 2000, France� at
�exc= �410
5� nm for the fluorescence excitation of all
phantoms except phantom L3 �see Sec. 2.3� for which a
deuterium-tungsten halogen light source �DH2000, Ocean
Optics, Dunedin, Florida� bandpass filtered at �650
20� nm
was used. Backscattered fluorescence emission spectra were
measured using an imaging spectrograph �iHR320, Horiba-
Jobin Yvon, France� with a back-illuminated charge-coupled
device �CCD� detector, and a diffraction grating �150 gr /mm,
blaze wavelength 500 nm�. A multiple fiber optic probe �37
Si /Si fibers with 200-�m core diameter and 0.22 numerical
aperture� coupled to a specific in-line fiber bundle at the en-
trance of the spectrograph allows multitrack operations, i.e.,
the simultaneous acquisition of up to 13 spectra correspon-
ding to 13 different distances between illumination and col-
lection fibers �271 to 1542 �m�. Results shown in the
present work are given for only one distance between illumi-
nation and acquisition fibers �271 �m�, but the results ob-
tained were verified and validated for all other distances.

To improve signal-to-noise ratio, three spectra were auto-
matically acquired for averaging. All experimental spectra
were preprocessed to be free of any spectral distortions in-
duced by instrumentation �spectral correction in wavelength
and intensity�. To improve reproducibility, a tripod was used
to maintain the tip of the fiber optic probe in gentle contact
with the surface of the phantom and perpendicular to it.
March/April 2009 � Vol. 14�2�5
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.3 Test Phantoms
hantoms were prepared with specific fluorophores, absor-
tion, and scattering properties and dimensions, all of which
re detailed hereafter. Liquid phantoms were made of ab-
orber, scatterer, and one or two fluorophores, ethanol being
sed as thinner for the liquid phantoms since emission and
bsorption spectra of the fluorophores used here are given
ith ethanol as a thinner.38 The relevance of the monofluoro-
hore phantoms was to check the good correlation between
easurements and simulation results. The relevance of multi-
uorophore phantoms was to check if the cascade effect was
orrectly taken into account. Then, multilayer solid phantoms
ere prepared in two and three layers with one or two fluo-

ophores.
India ink �Super Black India ink, Lefranc/Bourgeois,

rance� was selected as the absorber. The absorption coeffi-
ient of pure India ink is available in Ref. 33, and the absor-
tion coefficient of India ink diluted with water �Kabi-
resenius� at 0.011% was measured using a spectrophotom-
ter �Lambda EZ210, in DCPR Department of Physics Chem-
stry of the Reactions, Nancy, France�.

Intralipids �Sigma Aldrich, Saint Louis, Missouri� were
hosen as scatterer. They are often used as scatterers because
hey do not have a strong absorption band in the visible. They
re made of intravenously administered nutrients consisting of
n emulsion of phospholipid micelles and water, easily avai-
able and relatively inexpensive.36,59,60 The optical coefficients
f intralipids are available in Ref. 36. Figure 3 represents the
bsorbance and the scattering coefficient as a function of
avelength for pure India ink and intralipids, respectively.

Three fluorophores were selected for our experiments with
eference to their distinct or partially overlapping emission
pectra: eosin Y �C20H6Br4Na2O5, Sigma Aldrich�, fluore-
cein �C20H12O5, Fluka� and cryptocyanine �C25H25IN2,
igma Aldrich�. Indeed, eosin Y dissolved in ethanol has a
uantum yield of 0.67 at 490 nm, fluorescein a quantum
ield of 0.79 at 425 nm, and cryptocyanine a quantum yield
f 0.007 at 650 nm.38 Moreover, fluorescein is referred to
everal articles for the creation and validation of
quipment.61,62

Figure 4 represents the absorption spectrum of fluorescein,
osin, and cryptocyanine in ethanol for liquid phantoms,38 and
n water for solid phantoms, also measured in DCPR �Nancy�.

For all the phantoms, the fluorophores were systematically
eighed to obtain a quantity of 10 �mol of product. All

imulations were performed with 1,000,000 photons launched
t 40 different wavelengths between 400 and 800 nm with
0-nm steps �i.e., 40 million photons per spectrum�, to ensure
onvergence of the results.

.2.1 Liquid phantoms
our liquid phantoms were prepared: L1 �3.32 mg of fluore-
cein, 8 mL of ethanol�, L2 �6.47 mg of eosin, 8 mL of eth-
nol�, L3 �4.8 mg of cryptocyanine, 8 mL of ethanol�, and L4
3.32 mg of fluorescein, 4.8 mg of cryptocyanine in 16 mL
f ethanol as thinner�. All solution phantoms were poured into
black container comparable to one expanded polystyrene

ontainer, until reaching a height of 5 mm. The L4 phantom
ixing two fluorophores was prepared to test the cascading
ournal of Biomedical Optics 024048-
effect itself �or secondary fluorescence emission due to an-
other fluorescence photon�.

2.2.2 Solid mono- and multilayer phantoms
We used a solution of agarose �Agarose L, VWR Prolabo,
France� at 5% �0.35 mg of agarose powder and 8 mL of dis-
tilled water� that has the property to become liquid at 82 °C
and solid around 35 °C. Contribution of light scattering and
fluorescence from agarose was checked to be negligible com-
pared to the contributions of fluorophores at the wavelengths
of excitation chosen for our experiments. Mono- and

Fig. 3 �a� Pure India ink absorbance spectrum,33 and �b� scattering
coefficient of intralipids 10%.36

Fig. 4 Fluorescein �bold solid line�, eosin �solid line�, and cryptocya-
nine �dotted line� absorption spectrum measured �a� in ethanol for
liquid phantoms,38 and �b� in water �spectrophotometer Lambda
E270, DCPR, Nancy, France� for solid phantoms.
March/April 2009 � Vol. 14�2�6
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ultilayer thicknesses were measured on sample sections
ith a Vernier micrometer �error: 
0.02 mm�.

A first set of bilayered phantoms with one fluorophore
MC1, MC2, and MC3� was prepared, having at the bottom
second layer, thickness e1=3 mm� 3.32 mg of fluorescein
nd 0.35 g of agarose powder in 8 mL distilled water, and at
he top �first layer, thickness e1=2.8 mm� either 5 mL of In-
ia ink diluted at 0.011% �MC1�, or 5 mL of intralipids at
0% �MC2�, or a mixture of both �MC3�. For this set of
hantoms, the first layer was kept in solution to prevent the
ptical properties from being modified by heating. A comple-
entary single-layer phantom �MC4� was also made with
.32-mg fluorescein, 0.35 g of agarose powder, and 8 mL of
istilled water �thickness 3 mm� to compare the spectral res-
onses obtained for the previous bilayered phantoms with the
nes of the second layer alone.

A second set of two- or three-layered phantoms was made
ith two different fluorophores. One bilayer phantom �MC5�
as composed of 6.47 mg of eosin, 0.35-g agarose, and
mL of water on the top layer �thickness 3 mm�, and of

.32 mg of fluorescein, 0.35 g of agarose powder, and 8 mL
f distilled water at the bottom layer �thickness 2.7 mm�. The
rilayered phantom �MC6� was composed of a top layer of
thickness: 2.7 mm� India ink diluted at 0.011%; a middle
ayer of �thickness 2 mm� 6.47 mg of eosin, 0.35 g of aga-
ose powder, and 8 mL of distilled water; and a bottom layer
f �thickness 5.4 mm� 3.32 mg of fluorescein, 0.35 g of aga-
ose powder, and 8 mL of distilled water.

Table 1 recapitulates the characteristics and composition of
he six types of multilayer phantoms tested.

To quantify the difference between experimental and cor-
esponding simulated spectra, we calculated, for all phantoms,
he mean of normalized differences as follows:

able 1 Characteristics of multilayer phantoms.

hantom MC1 MC2

irst layer 5-mL India ink diluted at 0.011% 5-mL intralipids at 1

�Solution 1� �Solution 2�

e1=2.8 mm

econd layer 3.32-mg fluresce

0.35-g agarose pow

8-mL distilled wa

�Solution 3�

e2=3 mm

hird layer — —
ournal of Biomedical Optics 024048-
errormean =
1

N	
i=1

N �Sexp��i� − Ssim��i�
Sexp��i�

� , �13�

with N representing the number of curve points, Sexp��� the
experimental reflectance spectrum, and Ssim��� the simulated
reflectance spectrum.

3 Results and Discussion
3.1 Primary Validation by Comparison to Simulation

Results from Literature
The proper operation of our program, including our fluo-
rescence algorithm, was first verified for absorption and dif-
fuse reflectance without fluorophores. Therefore, our results
were compared to other Monte Carlo simulation results refer-
enced in the literature with identical model parameter-
ization.34,54,63

The total diffuse reflectance of a monolayer slab of a turbid
medium was computed with the following optical properties:
absorption coefficient �a=10 cm−1, scattering coefficient �s
=90 cm−1, anisotropy factor g=0.75, relative refractive index
n=1 �i.e., refractive-index-matched boundary�, and thickness
e=0.02 cm. Ten Monte Carlo simulations with 50,000
launched photons per wavelength were completed. The
average and standard errors of the total diffuse reflectance are
summarized in Table 2 together with the results from Van de
Hulst,63 Prahl et al.,54 and Wang, Jacques, and Zheng.34 All
results agree with each other.

In the same way, we computed the average and standard
errors of the total diffuse reflectance for a semi-infinite turbid
medium that has a mismatched refractive index with the am-
bient medium and optical properties: � =10 cm−1,

MC3 MC4 MC5 MC6

.5-mL solution 1 6.47-mg eosin

.5-mL solution 2 0.35-g agarose powder solution 1

— 8-mL distilled water

�Solution 4�

e1=3 mm e1=2.7 mm

— Solution 3 Solution 4

e2=2.7 mm e2=2 mm

— Solution 3 — Solution 3

e3=3 mm e3=5.4 mm
0% 2

2

in

der

ter
a
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s=90 cm−1, g=0 �isotropic scattering�, and n=1.5. Ten
onte Carlo simulations with 5000 photons per wavelength
ere completed. Here as well, our results are in good corre-

ation with the ones from Giovanelly,64 Prahl et al.,54 and
ang, Jacques, and Zheng,34 as shown in Table 2.
As a primary validation, those results confirm that our pro-

ram with fluorescence algorithm added operates properly in
he absence of fluorophore in the simulation model.

.2 Validation with Phantoms in Solution
ll experiments were performed under monochromatic exci-

ation with the laser diode source at 410 nm, except the phan-
om L3 performed with a a deuterium-tungsten halogen light
ource bandpass filtered at 650
20 nm.

The correlation between simulated and measured emission
pectra for each fluorophore was first verified using mono-
uorescence phantoms in solution �phantoms L1, L2, and L3�.
xperimental and simulation curves are shown in Fig. 5. The
pectra were normalized with reference to the maximum peak
alue of the spectra. Experimental and simulated spectra were
ormalized in the same way. A relatively good correlation was
btained, with error values of 2.2, 1.9, and 2.5% respectively
or phantoms L1, L2, and L3.

To test the proper operation of secondary fluorescence ab-
orption �i.e., cascading fluorescence emission due to the ab-
orption of another “already emitted” fluorescence photon�,
esults in single excitation �phantoms L1, L3� and multiple �or
ascading� excitation �phantom L4: fluorescein, cryptocya-
ine, ethanol� were compared �Fig. 6�.

We observe that there is good correlation between experi-
ental and simulated fluorescence spectra given in Fig. 6 with
mean error of 5.3%. For the phantom L and for the shortest

able 2 Comparison of published simulation results of average and
tandard errors of total diffuse reflectance Rd obtained for a slab of
hickness e=0.02 cm with a matched boundary ��a=10 cm−1,

s=90 cm−1, g=0.75, and n=1�, and for a semi-infinite medium
ith a mismatched boundary ��a=10 cm−1, �s=90 cm−1, g=0, and
=1.5�.

odel Source Rd Average Rd Error

lab with a
atched boundary

e=0.02 cm�

Ref. 63 0.09739 —

Ref. 54 0.09711 0.00033

Ref. 34 0.09734 0.00035

Our program 0.09737 0.00019

emi-infinite medium
ith a mismatched
oundary

Ref. 64 0.26000 —

Ref. 54 0.26079 0.00079

Ref. 34 0.25907 0.00170

Our program 0.26204 0.00138
4

ournal of Biomedical Optics 024048-
distance between illumination and acquisition Fibers
�271 �m�, standard deviations for the experimental and simu-
lated spectra �respectively �exp, �sim� are:

0.001 % 
 �exp 
 5.9 % �expmean

 0.8 % ,

1.1 % 
 �sim 
 5.3 % �simmean

 1.9 % .

For the longest distance between illumination and acquisition
fibers �1542 �m�, standard deviations are:

0.05 % 
 �exp 
 5.1 % �expmean

 1.4 % ,

1.5 % 
 �sim 
 6.2 % �simmean

 2.1 % .

The results obtained were verified and were of the same order
of magnitude for all other distances.

The emission intensity spectra of fluorescein between 480
and 650 nm �peak at 540 nm� and of cryptocyanine at wave-
lengths above 700 nm �emission peak at 730 nm� can be
clearly noticed, and their proportional contributions are well
reproduced by the simulation algorithm including cascading
fluorescence. With reference to the absorption spectrum of
cryptocyanine, we can even check in Fig. 6 that the amplitude
of the fluorescein emission spectrum is clearly decreased in

Fig. 5 Emission spectra measured �solid line� and simulated �squares�
for single fluorophore phantoms L1, L2, and L3 made respectively of
fluorescein/ethanol �bold solid line�, eosin/ethanol �solid line�, and
cryptocyanine/ethanol �dotted line�.

Fig. 6 Experimental �solid line� and simulated �squares� fluorescence
spectra for a two-fluorophore phantom in solution L4
�fluorescein/cryptocyanine/ethanol�.
March/April 2009 � Vol. 14�2�8
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he 580 to 700-nm wavelength band compared to the one of
hantom L1 in Fig. 5, indicating that absorption by cryptocya-
ine occurs and therefore that the cascade effect does exist.

.3 Validation with Multilayered Phantoms
xperimental and simulated fluorescence spectra for multilay-
red phantoms MC1 �India ink/fluorescein�, MC2 �intralipids/
uorescein�, MC3 �India ink/intralipids/fluorescein� and MC4
fluorescein� are given in Fig. 7. The latter also highlights the
ay in which the fluorescence spectra are modified by the
resence of absorbing and diffusing layers. Experimental
pectra were normalized with reference to the maximum peak
alue of the experimental value of phantom MC4, and simu-
ated spectra with reference to the maximum peak value of the
imulated value of phantom MC4.

Looking comparatively at the spectra of MC4 and MC1
hantoms, it can be noticed that the addition of a purely ab-
orbing top layer �India ink� leads to a global amplitude at-
enuation, while the overall shape of the spectrum remains
imilar. By comparing MC4 and MC2 spectra, we may ob-
erve that the presence of a diffusing top layer �intralipids�
auses strong attenuation of the collected signal and also a
hange in the shape of the curve. In the case of phantom MC3,
he absorbing and diffusing top layer leads to attenuation and
hape modification of the reflected spectra.

For these four different configurations, the results obtained
xperimentally and by simulation agree well. The lowest
ean percent error obtained between experimental and simu-

ated spectra is 2.5% for phantom MC4 �fluorescein�, 6.0% for
C2 �intralipids, fluorescein�, 7.1% for MC1 �India ink, fluo-

escein�, and the maximum mean percent error is 9.4% for
C3 �India ink, intralipids, fluorescein�. It can be noticed that

he mean percent error is slightly higher for the solid phantom
C4 �2.5%� than for the phantom L1 in solution �2.2%�.
Figure 8 represents the measured and simulated fluore-

cence spectra for the bilayers phantom MC5 with two fluo-
ophores �eosin on the top layer and fluorescein at the bottom
ayer� and for the trilayer phantom MC6 with the same two
uorophore layers and an upper absorbing layer �India ink/
osin/fluorescein�. A few explanations can be given as to the
hape changes of spectra in Fig. 8. As presented in Fig. 3�a�,
ndia ink absorbs twice as much at 400 nm as at 800 nm,
herefore altering the spectrum unequally over the wavelength

ig. 7 From top to bottom: experimental �solid line� and simulated
squares� fluorescence spectra for phantoms MC4 �fluorescein�, MC1
India ink/fluorescein�, MC3 �India ink/intralipids/fluorescein�, and

C2 �intralipids/fluorescein�.
ournal of Biomedical Optics 024048-
band. Thus, the eosin fluorescence appears proportionally
with more intensity than the fluorescein fluorescence. Conse-
quently, the modification of the shape in Fig. 8 is due to the
absorption spectra of India ink and to the fact that this was
added in a supplementary top layer. The mean percent error
calculated between experimental and simulated spectra is
9.3% for the bilayer phantom MC5 with two fluorophores
�eosin, fluorescein� and 10.6% for the trilayer phantom MC6
�India ink, eosin, fluorescein�. It should be noted that the
mean percent error increases with the addition of an absorbing
layer, and with the number of layers �increased thickness�.
This trend is confirmed for the 12 other distances between
illumination and acquisition fibers �340 to 1542 �m�. For the
528-�m interfiber distance, the average error varies from
3.1% for MC4 to 10.9% for MC6. We can observe that the
mean percent error values increase with the interfiber dis-
tances and with the medium complexity, i.e., the number of
collected photons. Given the number of absorbing, fluore-
scing, or diffusing layers, the increases in average error are
probably due to the relative increase of statistical noise inher-
ent to Monte Carlo simulation, because we used the same
number of photons for all simulations �40 million photons per
spectrum� whatever the phantom complexity.

Execution times vary with the composition of the phan-
toms, and more particularly with the optical parameters used
in the simulation. Using a pentium 4, 2.4-GHz and 512-Mo
RAM computer, execution times �20 million photons per
spectra� range from 6 min for MC4 �fluorescein, agarose� to
34 min for three-layered phantom MC6 with two fluorophores
�India ink, eosin, fluorescein�. Simulation time is doubled be-
tween the monolayer monofluorophore phantom MC4 and bi-
layer bifluorophore MC5 �15 min�.

4 Conclusion
Anatomical, physiological, and biochemical changes result in
modifications of the absorption and light scattering in patho-
logical tissues compared to healthy ones. These local changes
of the optical properties affect the characteristics of reflec-
tance diffuse spectra. The measurement of endogenous and
exogenous fluorescence from tissue has become a very useful
research and clinical diagnostic tool. Many authors have
shown that fluorescence can indicate the presence of mali-

Fig. 8 Measured �solid line� and simulated �squares� fluorescence
spectra for a bilayer phantom MC5 �bold solid line� with two fluoro-
phores �eosin in top layer, and fluorescein in bottom layer�, and for a
trilayer phantom MC6 �dotted line� with the same two fluorophores
but with an upper absorbing layer added �India ink/eosin/fluorescein�.
March/April 2009 � Vol. 14�2�9
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nant tissue, but one of the major limitations is that the fluo-
escence signal is mixed with absorption and scattering,
hich is intrinsic to the tissue components. As a consequence,
onte Carlo methods are widely used to model the fluore-

cence emitted by the tissues. Part of the difficulty lies in the
oupled simulation of absorption, diffusion, and multiple fluo-
escence in a multilayer medium, over a broad spectral band.

In this work, a Monte Carlo algorithm is developed for
imulating the spectral absorption, diffusion, and multiple
uorescence in a multilayer medium, over a broad spectral
and. As a primary validation, the correct operation of our
rogram, including our fluorescence algorithm, is first verified
n relation to other Monte Carlo simulation results referenced
n literature for absorption and diffuse reflectance without
uorescence �same parametrization�. The main experimental
alidation consists in comparing the fluorescence spectra
easured on phantoms of various complexities to Monte
arlo simulated spectra of their corresponding models �mono-
nd multilayered�. Four phantoms in solution with three dif-
erent fluorophores and six mono- and multilayered solid
hantoms with one or two fluorophores are used. The good
orrelation between simulated and experimentally measured
esults is quantified on the basis of mean error calculations.
or phantoms in solution, the mean percent errors vary from
.9% �one fluorophore� to 5.3% �two fluorophores�. For mul-
ilayered phantoms, these errors range from 6.0% �two lay-
rs�, to 9.4% for the trilayer phantom. The error values vary
ccording to the complexity of the phantom, i.e., the model
for a fixed number of photons launched�. Finally, the proper
peration of “secondary fluorescence” �fluorescence emission
ue to the absorption of another already emitted fluorescent
hoton� is demonstrated.

This model proves appropriate for applications to biologi-
al tissues, in which the contribution of absorbers, scatterers,
nd fluorophores vary. More specifically, this work will be
sed for in-vivo tissue diagnosis such as precancer and cancer
etection, where the identification of proper values of the op-
ical parameters for these tissues takes into account the asso-
iated phenomenon of multiple fluorescence.
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