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Abstract. A clear image of an observed object may deteriorate into unrecognizable speckle when encountering
heterogeneous scattering media, thus it is necessary to recover the object image from the speckle. A method
combining least square and semidefinite programming is proposed, which can be used for imaging through
scattering media. The proposed method consists of two main stages, that is, media scattering characteristics
(SCs) estimation and image reconstruction. SCs estimation is accomplished through LS concept after establish-
ing a database of known object-and-speckle pairs. Image reconstruction is realized by solving an SDP problem
to obtain the product of the unknown object image and its Hermitian transposition. Finally, the unknown object
image can be reconstructed by extracting the largest rank-1 component of the product. Structural similarity
(SSIM) index is employed as a performance indicator in speckle prediction and image reconstruction.
Numerical simulations and physical experiments are performed to verify the feasibility and practicality of the
proposed method. Compared with the existing phase shift interferometry mean square optimization method
and the single-shot phase retrieval algorithm, the proposed method is the most precise to obtain the best
reconstruction results with highest SSIM index value. The work can be used for exploring the potential
applications of scattering media, especially for imaging through turbid media in biomedical, scattering property
measurement, and optical image encryption. © The Authors. Published by SPIE under a Creative Commons Attribution 4.0 Unported
License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1
.JBO.24.3.031016]
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1 Introduction
Light suffers from multiple scattering when propagating through
heterogeneous media, which is a fundamental problem in prac-
tical applications ranging from physics, optics, and biological,
to telecommunication and electromagnetism.1–7 The presence of
scattering media makes the imaging result always a speckle
pattern without any recognizable information, rather than the
expected object image, limiting the developments of imaging
in aforementioned fields.

In recent years, several methods have been proposed to
reconstruct objects from speckles, such as the phase-shift inter-
ferometry mean square optimization (PSIMSO) method, the sin-
gle-shot phase retrieval (SPR) algorithm.8–14 Imaging with the
PSIMSO usually utilizes the four-step phase-shift interferometry
(PSI) to measure the scattering characteristic (SC) of scattering
media and uses mean square optimization (MSO) to reconstruct
the object image. To measure the SC, the required inputs are four
times of the object image’s degrees of freedom. Thus, the PSI
may not be much applicable in practical applications due to the
fact that measuring SC with PSI is time-consuming.10,11,15 The
SPR avoids the SC measurement process and extract the object
image from estimated Fourier spectrum.16,17 In this method,
the Fourier magnitude of the object image is calculated from
the autocorrelation of captured speckle pattern, whereas the
Fourier phase of which is estimated through hybrid input–output
phase retrieval algorithm. However, the reconstruction results of

SPR are always lack details, especially the ambiguous profile
and low contrast.14

To address this situation, a method combining least
square and semidefinite programming (LSSDP) is proposed
for two-dimensional (2-D) imaging through scattering media
in this paper. To improve efficiency and quality of image
reconstruction when only magnitude of speckle field can be
accessible,18–21 the SC of media is first estimated through
least square (LS) method after establishing a database of
known object-and-speckle pairs. Once the SC is estimated,
the lift convex optimization is utilized to obtain the product
of the unknown object image and its Hermitian transposition,
by solving a semidefinite programming (SDP) problem. Then
the unknown object image can be reconstructed by extracting
the largest rank-1 component of the product. Structural simi-
larity (SSIM) index is employed as a performance indicator
of the SC estimation and image reconstruction.19 Simulation
and experimentation results validate that the proposed
LSSDP outperforms than the PSIMSO and SPR in general.
The work is expected to improve the image reconstruction
quality for practical applications such as imaging through
turbid media in biomedical,22–24 and scattering property meas-
urement of certain media,24,25 such as fog and optical image
encryption.26,27

The rest of this paper is organized as follows: Sec. 2
introduces the principles, including experimental principle
and imaging principle. Section 3 demonstrates simulation
and experimentation results, i.e., comparison results between
LSSDP and PSIMSO, as well as those between LSSDP and
SPR. Finally, some conclusions are drawn in Sec. 4.*Address all correspondence to: Yesheng Gao, E-mail: ysgao@sjtu.edu.cn
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2 Principle
In this section, the experimental principle and imaging principle
are introduced, respectively.

2.1 Experimental Principle

Figure 1 shows the experimental setup used for imaging through
scattering media. In our case, the scattering media is a 220 grit
ground-glass diffuser (DG10-220-MD, Thorlabs). The mono-
chromatic continuous wave laser (wavelength: 532 nm, output
power: 15 mW) is served as a light source, sampled by a 20-μm
pinhole and then expanded by a Fourier lens (f ¼ 250 mm).
After that, the laser beam is spatially modulated by an
amplitude-type Spatial Light Modulator (SLM, HES6001,
Holoeye). The shaped beam is focused on the diffuser using
the microscope objective MO1. The microscope objective MO2

images the point (that is behind the diffuser) onto a complemen-
tary metal oxide semiconductor camera. Due to the presence of
the scattering diffuser, only an unrecognizable speckle pattern
(see Fig. 1) can be captured on camera. Although the speckle
pattern seems to be unrecognizable at first glance, it contains
adequate information to reconstruct the object image actually.

Because of the imaging device limitation, only the magnitude
of output speckle pattern could be recorded. In the paper, the
input image vector loaded on SLM is denoted as Ein, the SC
of the diffuser is marked with H, and the speckle pattern vector
is represented as Eout. H is of dimension M × N, with M and N
are the numbers of pixels contained by camera and SLM, respec-
tively. The imaging through scattering media process can be
expressed as

EQ-TARGET;temp:intralink-;e001;63;421find Ein s:t: Eout ¼ H · Ein: (1)

The imaging principle of the proposed method is illustrated
next.

2.2 Imaging Principle

In the proposed method, to reconstruct the original object image
from speckle pattern, the first step is estimating the SC of the
diffuser. Once the SC is estimated, the lift convex optimization
can be applied to accomplish image reconstruction.28,29

As for the SC estimation, the LS instead of the PSI is
adopted. A set of different known object images should be
modulated onto SLM one by one while the corresponding

output speckle patterns can be collected. The main idea of
the SC estimation can be expressed as

EQ-TARGET;temp:intralink-;e002;326;730find H s:t: Eout ¼ H · Ein: (2)

Equation (2) can be reformatted as

EQ-TARGET;temp:intralink-;e003;326;688min
H

kEout −H · Eink22: (3)

With the statements above, the SC of the diffuser can be esti-
mated. Lift convex optimization is then utilized to reconstruct
the unknown object image.

Considering the image reconstruction problem described in
Eq. (1), where the subject is nonconvex, lift convex optimization
is utilized to translate this nonconvex problem into convex one.
The square of the i 0th element of Eout can be expressed as the
square of magnitude of the inner product between the transpose
of the i 0th row vector of matrix H and the input signal Ein,
namely

EQ-TARGET;temp:intralink-;e004;326;541ðEout
i Þ2 ¼ jhhi; Einij2 ¼ Tr½hihHi EinðEinÞH� ¼ TrðHHiEEÞ;
i ¼ 1;2; : : : ;M; (4)

where Eout
i is the i 0th element of Eout, hi is the transpose

of i 0th row vector of H, hhi; Eini is the inner product of hi
and Ein, Trð·Þ stands for Trace, ð·ÞH means the Hermitian
transpose, HHi ¼ hihHi and EE ¼ EinðEinÞH are symmetric
matrix and symmetric positive semidefinite matrix, respectively.
Note that, the rank of EE is always 1.

Based on Eq. (4), the problem described in Eq. (1) could
then become

EQ-TARGET;temp:intralink-;e005;326;401

find EE

s:t: TrðHHiEEÞ ¼ ðEout
i Þ2; i ¼ 1;2; : : : ;M

rankðEEÞ ¼ 1

EE ≥ 0; (5)

where the constraint EE ≥ 0 refers to its positive semidefinite
characteristic.

As the second constraint of Eq. (5) is nonconvex, the prob-
lem can be reformatted as
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Fig. 1 Experimental principle.
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EQ-TARGET;temp:intralink-;e006;63;752

min rankðEEÞ
s:t: TrðHHiEEÞ ¼ ðEout

i Þ2; i ¼ 1;2; : : : ;M

EE ≥ 0: (6)

Replacing the NP-hard problem of minimizing rank with
minimizing trace, then the problem can be rewritten as29

EQ-TARGET;temp:intralink-;e007;63;672

min TrðEEÞ
s:t: TrðHHiEEÞ ¼ ðEout

i Þ2; i ¼ 1;2; : : : ;M

EE ≥ 0: (7)

Once Eq. (7) is solved, the unknown object image can be
estimated with the largest rank-1 component of EE.

The whole imaging through scattering media process can be
described.

As shown in Fig. 2, after collecting adequate known object-
and-speckle pairs, SC of media can be estimated with the LS
method. Then with the measured speckle pattern of an unknown
object, the product of the unknown object image and its
Hermitian transposition can be obtained and then resolved
using SDP. Then, the unknown object can be reconstructed
through extracting the largest rank-1 component of the product.
Next, the employed indicators for image reconstruction fidelity
evaluation are introduced.

2.3 Image Reconstruction Fidelity Evaluator

The employed performance indicator, SSIM index (calculated
on the whole image), is defined as follows:30

EQ-TARGET;temp:intralink-;e008;63;410SSIMðX;YÞ¼
�
2μXμYþc1
μ2Xþμ2Yþc1

�
α
�
2σXσYþc2
σ2Xþσ2Yþc2

�
β
�
σX;Yþc3
σXσYþc3

�
γ

;

(8)

where μX and μY are the mean values of image X and Y, σX and
σY are the standard deviations of X and Y, σX;Y represents the
covariance of X and Y, c1, c2, and c3 are the small constants
to avoid instability when the three denominators tend to zero,
α, β, and γ are all larger than zero and are used to adjust the
relative proportion of three multipliers.

Set weights α, β, and γ all to 1, in addition to above defini-
tions: c3 ¼ c2∕2, then Eq. (8) can be reformatted as

EQ-TARGET;temp:intralink-;e009;63;264SSIMðX; YÞ ¼ ð2μXμY þ c1Þð2σXY þ c2Þ
ðμ2X þ μ2Y þ c1Þðσ2X þ σ2Y þ c2Þ

; (9)

where c1 and c2 are set to default values as 0.0001 and 0.0009,
respectively. When the image X is identical to image Y, the
SSIM reaches value 1.

In the SC estimation performance evaluation, the SSIM index
is calculated between predicted speckle and system output
speckle. In the image reconstruction performance evaluation,
the SSIM index is calculated between the reconstructed
image and original input object image. Higher SSIM index
value means better SC estimation or image reconstruction
performance. To verify the feasibility and practicality of the
proposed LSSDP, simulation and experimentation results
of comparisons with PSIMSO and SPR are demonstrated,
respectively.

3 Simulation and Experimentation Results
In this section, the performance of the LSSDP is evaluated by
comparisons with PSIMSO and SPR through numerical simu-
lations and physical experiments.

3.1 Comparisons with Phase Shift Interferometry
Mean Square Optimization

Numerical simulation and physical experimentation compari-
sons between the proposed LSSDP and the PSIMSO are dem-
onstrated in this section. Simulation results are presented in
Sec. 3.1.1, whereas experimentation results are detailed in
Sec. 3.1.2.

3.1.1 Simulation comparisons

Circle Gaussian distribution model is introduced to model
the SC of the diffuser. A circular Gaussian distribution
matrix (CGDM) is simulated for both the LSSDP and the
PSIMSO.10,11,31 The assumption that noise level can be precisely
estimated for the PSIMSO with correlation-maximization
method is made to ensure that our evaluations are only targeted
at the image reconstruction performance of each method.11,12

In simulation, symbol “O” is served as the object image to be
reconstructed. The reconstructed images with the PSIMSO and
the LSSDP under different noise levels are shown in Fig. 3.
The considered signal-to-noise (SNR) levels are 50, 40, 30,
and 20 dB, respectively.

The first row in Fig. 3 shows the reconstructed images of the
PSIMSO, and the second row shows those of the LSSDP. Both
methods perform worse along with the increasing of noise level,
but the LSSDP always works better than the PSIMSO under the
same noise level. When the SNR is 20 dB (see the rightmost
column in Fig. 3), the PSIMSO whose reconstruction contains
higher background noise performs worse than the LSSDP.

SC estimation Image reconstruction

Reconstructed

unknown object

Known

object-and-speckle

pairs

Extract

based on SVD

inE
Obtain  iHH

Resolve

based on SDP

EE

Unknown

object
Speckle

Scattering

system

Fig. 2 Block diagram of the proposed LSSDP method.
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To compare the noise robustness of these two methods much
more intuitively, their image reconstruction performances
evaluated with the SSIM index are shown in Fig. 4, where
the green triangle line denotes the PSIMSO and the blue circle
line represents the proposed LSSDP.

It can be clearly seen from Fig. 4 that these two methods have
good performances under high SNR level, and the maximum
SSIM index value can be up to 0.9994 (with LSSDP) and
0.7239 (with PSIMSO) when SNR is 50 dB. The proposed
LSSDP always performs better than the PSIMSO under a certain
noise level. In addition, for both methods, when SNR is <5 dB,
the SSIM index values decrease slowly along with the decreas-
ing of SNR.

To compare performance of the PSIMSO and the LSSDP in
a further step, simulated reconstruction results of the PSIMSO
and the LSSDP are summarized in Fig. 5 when a complex
biomedical DICOM image served as an input object image
of the scattering system. The considered SNR levels are still
50, 40, 30, and 20 dB, respectively.

In the reconstruction of the complex DICOM image, the
LSSDP makes a near-perfect reconstruction with SSIM

50dB 40dB 30dB 20dB

PS
IM

SO
L

SS
D

P
(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 3 Numerical simulated imaging results of symbol “O” using (a)–(d) PSIMSO and (e)–(h) LSSDP
under several noise levels.
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Fig. 4 Image reconstruction quality comparisons between PSIMSO
and LSSDP under different noise levels, when symbol “O” serves
as the image to be reconstructed. The considered SNR values are
50, 40, 30, 20, 10, 5, and 1 dB, respectively.
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Fig. 5 Numerical simulated imaging results of a complex DICOM image using (a)–(d) PSIMSO and
(e)–(h) LSSDP under several noise levels.
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0.9490, where the details can be clearly and apparently distin-
guished from the reconstructed image [see Fig. 5(e)]. Both the
performances of the PSIMSO and the LSSDP degrade with the
increasing of the noise level, but the proposed LSSDP performs
better than the PSIMSO relatively. When SNR is 50 dB, the
reconstruction of PSIMSO [with SSIM 0.7282, see Fig. 5(a)]
is already along with some ambiguities, and the ambiguities
become more severe after increasing the noise level. When
SNR is 20 dB, the reconstruction with LSSDP [with SSIM
0.6207, see Fig. 5(h)] is also along with some ambiguous
background, but the phenomenon is slighter than that in the
reconstruction with PSIMSO [with SSIM 0.4707, see Fig. 5(d)],
where some details are almost not able to distinguish.
Comparing with reconstructions of symbol “O” in Fig. 3, the
LSSDP is found to be more applicable to reconstruct sparse
object (such as the symbol “O,” with lower background)
under relatively high SNR level.

To compare performance of the PSIMSO and the LSSDP
more intuitively, their image reconstruction performances (when
the DICOM image serves as target image to be reconstructed)
evaluated with SSIM index are shown in Fig. 6, where the green
triangle line denotes the PSIMSO and the blue circle line
represents the proposed LSSDP.

In Fig. 6, for both methods, when SNR is >5 dB, the SSIM
index values decrease significantly along with the decreasing of
SNR, whereas the SSIM index values decrease slowly along
with the decreasing of SNR in the case of SNR <5 dB.
Comparing with Fig. 4 (where the symbol “O” serves as the
target image to be reconstructed), when SNR is <5 dB, the
calculated SSIM index values of the considered two methods
here are relatively low than those in Fig. 4, this may due to
the fact that the tested DICOM image is more complex than
the symbol “O” so that the backgrounds of reconstructions
contribute to the lower SSIM indices.

From the above-simulated results, one can see that the pro-
posed LSSDP can effectively realize image reconstruction and
performs better than the PSIMSO under the same SNR case.
In addition, both the PSIMSO and the LSSDP perform better
in the reconstruction of a simple sparse object than in the
reconstruction of a complex object, especially the LSSDP.
Through comparison, the LSSDP is more applicable for its

capability in reserving image details, and the superior is
more obvious in the reconstruction of a complex object with
much detail. In the following, experiments are conducted to
compare the SC estimation31,32 and image reconstruction perfor-
mance separately in detail.

3.1.2 Experimentation comparisons

In experiment, the SC is measured with LS (SC with LSSDP)
and PSI (SC with PSIMSO), respectively. The image
reconstruction performances are compared separately from
the SC estimation performances. Both the SC estimation perfor-
mance and image reconstruction performance are all evaluated
through SSIM index value. The comparison principles are
shown in Fig. 7.

The SC estimation is evaluated through speckle pattern pre-
diction, that is, the SC whose predicted speckle is closer to
the system actual output speckle is treated as the more precise
estimated ones. Then, the more precise SC is chosen to be the
one that is going to be used in lateral image reconstruction.
Here, the better SC is the one measured with LS (which can
be seen from the higher speckle pattern prediction capability in
Fig. 8). So, the imaging result with LS-estimated SC and MSO
reconstruction method is also considered, namely LSMSO.

Calibration images used to estimate the SC of the diffuser
with LSSDP are randomly chosen. The chosen calibration
images are all resized to 64 × 64, to be modulated on the central
of the SLM (see Fig. 1) with 1920 × 1080 resolution. Using the
optical setup shown in Fig. 1, the captured speckle patterns are
all downsampled to 64 × 64. In that case, the dimension of the
SC is 642 × 642, and 642 × 642 reshaped Hadamard vectors are
necessary for the PSIMSO. In this comparison, symbol “O” and
the biomedical DICOM image still serve as the images to be
reconstructed. In Fig. 8, the SC estimation performance and
image reconstruction performance of LSSDP and PSIMSO
with the same number of calibration images are compared.

The higher SSIM values of LSSDP [Fig. 8(d) with SSIM
0.8398, Fig. 8(k) with SSIM 0.7349] in a speckle pattern pre-
diction indicate that the LSSDP estimates the SC of the diffuser
more precisely than PSIMSO [Fig. 8(c) with SSIM 0.5365,
Fig. 8(j) with SSIM 0.4568]. So, the reconstructions using
LSMSO are also considered [see Figs. 8(f) and 8(m)]. As for
the difference in speckle pattern prediction of each method,
the input images may be responsible for this. Because, accord-
ing to Eq. (9), the mean value and the variance of referenced
input images may influence the calculation of the SSIM
index. The images reconstructed with LSSDP [Fig. 8(g) with
SSIM 0.4856, Fig. 8(n) with SSIM 0.4394] are better than
those reconstructed using the PSIMSO [Fig. 8(e) with SSIM
0.2549, Fig. 8(l) with SSIM 0.2384], and also better than
those reconstructed using LSMSO [Fig. 8(f) with SSIM
0.3360, Fig. 8(m) with SSIM 0.2731]. In a word, LSSDP
performs better than PSIMSO not only in the SC estimation,
but also in the image reconstruction. In addition, in Figs. 8(e)
and 8(l), the profile of symbol “O” is generally recovered while
the details of the DICOM image are difficult to distinguish,
so the PSIMSO may not be very suitable for imaging complex
objects. Meanwhile, the LSSDP is also more feasible and
adaptable for imaging sparse object but can be further improved
in the reconstruction of complex objects.

Apart from the SC estimation ability and image
reconstruction ability, the singular value distribution (SVD) is
compared as well. A comparison of SVD based on SCs,

Fig. 6 Image reconstruction quality comparisons between PSIMSO
and LSSDP under different noise levels, when the complex
DICOM image serves as the image to be reconstructed. The consid-
ered SNR values are 50, 40, 30, 20, 10, 5, and 1 dB, respectively.
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estimated with the PSIMSO, the LSSDP, and simulated CGDM,
is shown in Fig. 9. The SVD of SC estimated with LSSDP is
closer to that of CGDM, than that of SC estimated with
the PSIMSO, which also verifies the principles discussed in
Sec. 2. The results explain why the proposed LSSDP performs
better than the PSIMSO and also validate the feasibility and
practicality of using CGDM in simulation. Note that, as for
CGDM, the statistical distribution ρðλÞ of the normalized

singular values λ follows quarter-circle law and can be formatted
as5

EQ-TARGET;temp:intralink-;e010;326;126ρðλÞ ¼ 1

π

ffiffiffiffiffiffiffiffiffiffiffiffi
4 − λ2

p
: (10)

To further show that it is reasonable to use CGDM to model
the SC in simulation, a column coherence comparison between
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Fig. 7 Experimental comparison principles between PSIMSO and LSSDP.
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Fig. 8 Experimental imaging results of PSIMSO and LSSDP when symbol “O” is served as object to be
reconstructed. (a) The input image of symbol “O,” (b) the output speckle pattern, (c) the SC estimated with
PSIMSO, (d) the SC estimated with LSSDP, (e) the imaging result with PSIMSO, (f) the imaging result
with LSMSO, (g) the imaging result with LSSDP, (h)–(n) as in (a)–(g) but for the biomedical DICOM
image.
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CGDM and experimental obtained SCs is shown in Fig. 10. The
coherence is calculated from the maximal collinearity between
the columns of a matrix. For all matrices, column coherence
decreases along with an increase in the measurement numbers.
When measurement finishes, lower coherence is found in
LSSDP-estimated SC than PSIMSO-estimated SC.

From the figures above, some conclusions can be drawn.
First, both the proposed LSSDP and the PSIMSO can recon-
struct the original input images under the same experimental
setup as Fig. 1. Second, the LSSDP can achieve better SC esti-
mation and image reconstruction performance than the PSIMSO
with the same number of measurements. In general, the pro-
posed LSSDP works better than the PSIMSO. In addition,
the SVD of LSSDP measured SC is closer to quarter-circle
law, and the measured SC owns lower column coherence
than PSIMSO, which inversely explains the phenomenon in
Fig. 8. Third, the LSSDP performs better in a simple sparse
object condition. The imaging principle of LSSDP may be
responsible for the phenomenon as details of the tested
DICOM image may be low-contrast in intensity and thus

make it hard to distinguish the corresponding component
from noise when extracting the largest rank-1 component of
the product of the unknown object image and its Hermitian
transposition.

3.2 Comparisons with Single-Shot Phase Retrieval

SPR can be used to reconstruct 2-D images from their Fourier
magnitude, under constraints such as nonnegativity and support
region.14 To assure faithful reconstruction of object images,
several restarts of the algorithm are performed with different
random initial Fourier phases.14 The result having the closest
autocorrelation function to that of captured speckle (highest
SSIM index value) is chosen as the final reconstructed image.

The proposed LSSDP is compared with the SPR to verify
the image reconstruction performance. Both simulation and
experimentation results are detailed in this section.

3.2.1 Simulation comparisons

In simulation, symbol “E” and a magnetic resonance image are
served as the object image to be reconstructed. The recon-
structed images of symbol “E” with SPR and LSSDP under
different noise levels are shown in Fig. 11. The considered
SNR levels are 50, 40, 30, and 20 dB, respectively.

The first row in Fig. 11 shows the reconstructed images of the
SPR, and the second row depicts those of the LSSDP. The per-
formances of both methods degrade along with the increasing of
the noise level, but the LSSDP always works better than SPR
under the same noise level. In Fig. 11, both the LSSDP and
the SPR realize the object image reconstruction. In addition,
under a relatively high noise level, there is blurred boundary
phenomenon in SPR to some extent, while the phenomenon
would not occur in LSSDP. To compare the noise robustness
of these two methods much more intuitively, their image
reconstruction performances evaluated with SSIM index are
shown in Fig. 12, where the green triangle line denotes the
SPR and the blue circle line represents the proposed LSSDP.

In Fig. 12, the two methods have good performances under
high SNR, and the maximum SSIM index value can be up to
0.9573 (using the LSSDP) and 0.6491 (using the SPR) when
SNR is 50 dB. The proposed LSSDP always performs better
than the SPR under a certain SNR level. In addition, both meth-
ods are influenced and the SSIM index values are decreasing
sharply until the SNR decreases to 10 dB. The decreasing
rate of the LSSDP is higher than that of SPR, which means
that the SPR owns more stable performance, but the LSSDP
performs better in general.

To compare performance of the SPR and the LSSDP in
a further step, simulated reconstruction results of the SPR and
the LSSDP are shown in Fig. 13 when a magnetic resonance
image served as an input object image of the scattering system.
The considered SNR levels are still 50, 40, 30, and 20 dB,
respectively.

In the reconstructions of the complex magnetic resonance
image, the LSSDP makes a satisfying reconstruction with
SSIM 0.8969, where the profile can be clearly and apparently
distinguished from the reconstructed image [see Fig. 13(e)].
In addition, the ambiguity in Fig. 13(e) may be responsible
for the lower SSIM index values, compared with the former
simulated results of LSSDP when SNR is 50 dB [see Figs. 3(e),
5(e), and 11(e) for details]. The performances of the SPR and the
LSSDP all degrade along with the increasing of the noise level,

Fig. 9 SVD comparison among CGDM (red solid line), SC estimated
with PSIMSO (green triangle line), and SC estimated with LSSDP
(blue circle line).

Fig. 10 Column coherence comparison among CGDM (red line),
SC estimated with PSIMSO (green line), and SC estimated with
LSSDP (blue line).
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especially the LSSDP. But under a certain SNR level, the pro-
posed LSSDP performs better than the SPR relatively. When
SNR is 20 dB, even there exist high background noises in
the reconstruction of the LSSDP [see Fig. 13(h)], details of
the profile are still remained, which means that the background
may be filtered by setting an appropriate threshold. As for the
SPR, the reconstruction result when SNR is 50 dB [with SSIM
0.5591, see Fig. 13(a)] is already along with some ambiguities,
and the phenomenon becomes more severe after increasing the
noise level. When SNR is 20 dB, the reconstruction of LSSDP
[with SSIM 0.5094, see Fig. 13(h)] is also along with ambigu-
ous background, but the phenomenon is slighter than that in the
reconstruction of SPR [with SSIM 0.3946, see Fig. 13(d), where
some details are almost not able to distinguish]. Note that, the
original magnetic resonance image is actually not sparse (filled
with low gray level intensity), and this is the main reason why
the reconstructions of the SPR and the LSSDP all contain some
ambiguities more or less. Comparing with reconstructions in
Fig. 5 where complex but low-contrast image (i.e., the
DICOM image) serves as the target image to be reconstructed,
the LSSDP is found to be more applicable to reconstruct the

50dB 40dB 30dB 20dB

(a) (b) (c) (d)

(e) (f) (g) (h)

SP
R

L
SS

D
P

Fig. 11 Numerical simulated imaging results of symbol “E” using (a)–(d) SPR and (e)–(h) LSSDP under
several noise levels.

Fig. 12 Image reconstruction quality comparisons between SPR and
LSSDP under different noise levels, when symbol “E” serves as the
image to be reconstructed. The considered SNR values are 50, 40,
30, 20, 10, 5, and 1 dB, respectively.

50dB 40dB 30dB 20dB

(a) (b) (c) (d)

(e) (f) (g) (h)

SP
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L
SS
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P

Fig. 13 Numerical simulated imaging results of a magnetic resonance image using (a)–(d) SPR and
(e)–(h) LSSDP under several noise levels.
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object with lower background but higher contrast (such as the
magnetic resonance image here).

To compare performance of the SPR and the LSSDP more
intuitively, their image reconstruction performances evaluated
with SSIM index are shown in Fig. 6, where the green triangle
line denotes the SPR and the blue circle line represents the pro-
posed LSSDP.

In Fig. 14, for both methods, when SNR is >5 dB, the SSIM
index values decrease significantly along with the decreasing of
SNR, whereas the SSIM index values decrease slowly along
with the decreasing of SNR once SNR is <5 dB. The phenome-
non is especially obvious for the LSSDP, which validates that
the LSSDP is more applicable to high SNR level conditions.
As for the SPR, when SNR is <5 dB, the performance is not
satisfying, which may be caused by the imprecisely estimated
Fourier amplitude under high noise level conditions.

From the above-simulated results, the proposed LSSDP real-
izes image reconstruction and performs better than the SPR
under the same SNR case in general. In the next section, experi-
ments are conducted to compare the image reconstruction
performance.

3.2.2 Experimentation comparisons

For practical comparison between LSSDP and SPR, not only
physical experimental results are represented and analyzed
but also the corresponding iteration convergence curve is
given. In this comparison, symbol “OE” (where intensity of
“E” is half of intensity of “O”) and the magnetic resonance
image (tested in last section) serve as the images to be recon-
structed. The reconstruction results of the SPR and the LSSDP
are shown in Fig. 15.

In Fig. 15, the SPR recovered the general profile of input
images, but the blurred boundary phenomenon (mentioned in
Sec. 3.2.1) becomes more severe in experiment than in simula-
tion. The LSSDP not only recovered profile of input images but
also some details. The backgrounds of reconstructions using the
SPR are always more ambiguous than those of reconstructions
using the LSSDP. In addition, for the two considered methods,
the performance in reconstruction of a simpler symbol [see
Fig. 15(a)] is better than that in the reconstruction of a complex

object [see Fig. 15(d)], and the phenomenon is especially
obvious for the LSSDP. In a word, the LSSDP performs better
than the SPR with clearer profile, lower background noise, and
higher contrast. In addition, the corresponding iteration con-
verge curves are shown in Fig. 16.

The SSIM values in Fig. 16 are calculated between autocor-
relation spectrum of the input object image and that of recon-
structed intermediate results. The SPR converges more quickly
than the LSSDP in general. When the symbol “OE” is served as
object to be reconstructed [see Fig. 16(a)], the SPR costs about
200 iterations to converge to SSIM 0.3954 [see Fig. 15(b)],
whereas the LSSDP costs about 400 iterations to converge to
SSIM 0.5679 [see Fig. 15(c)]. In addition, the SSIM of
LSSDP is 0.5369 after 200 iterations. When the magnetic
resonance image is served as an object to be reconstructed
[see Fig. 16(b)], 200 iterations are still adequate for the SPR
to converge to SSIM 0.2908 [see Fig. 15(e)], but more iterations
(about 900 iterations) are needed for the LSSDP to converge to
SSIM 0.4617 [see Fig. 15(f)].

The results show that the convergence of the SPR is almost
irrelevant to the object (to be reconstructed) and the SPR can
always converge at a high speed. As for the LSSDP, comparing
to former experiments, the calculated SSIM values are relatively
lower than before. The complex gray-scale images themselves
should be responsible for the phenomenon as relatively low gray
level would make it difficult to distinguish the corresponding
component from noise when extracting the largest rank-1 com-
ponent of the product of the unknown object image and its
Hermitian transposition. The phenomenon demonstrates that,
to some extent, the image reconstruction performance of the
LSSDP is related to the complexity of the object to be recon-
structed. That is, simpler sparse object would lead to a faster
convergence rate and higher reconstruction fidelity, whereas
complex nonsparse object with multigray scale would lead to
slower convergence rate and lower reconstruction fidelity, and
a not so satisfying result will be obtained when imaging a com-
plex object.

The conclusion that the LSSDP is relatively more applicable
than the SPR generally could be concluded. The differences
existing in performance between simulations and experiments
are mainly caused by the existence of noises that are composed

Fig. 14 Image reconstruction quality comparisons between SPR and
LSSDP under different noise levels, when a magnetic resonance
image serves as the image to be reconstructed. The considered
SNR values are 50, 40, 30, 20, 10, 5, and 1 dB, respectivley.

(a) (b) (c)

(d) (e) (f)

Fig. 15 Experimental results of SPR and LSSDP. The first row shows
results when symbol “OE” is served as object to be reconstructed:
(a) the original object image, (b) the imaging result with SPR, and
(c) the imaging result with LSSDP. (d)–(f) As in (a)–(c) but for the
biomedical magnetic resonance image.
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of environment noise, noise coming from instruments, such as
modulator or camera. Noise is usually unavoidable and nonne-
gligible in physical experiments and would lead biases to results
but could be suppressed partly by choosing relative stable time
or instruments for experiments. In our case, reconstruction per-
formance may get improvements with an additional noise sup-
pression process before extracting the largest rank-1 component
of the product of the unknown object image and its Hermitian
transposition. The noise suppression process is filtering noise or
bias component through setting a threshold to singular value
decomposition of the product in detail.

4 Conclusion
In this research, we have demonstrated a method for imaging
through scattering media, that is, the LSSDP, where the SC
of the scattering media is measured with LS algorithm and
the image reconstruction is accomplished with lift convex
optimization by solving an SDP problem. SSIM index is intro-
duced to evaluate the SC estimation performance and image
reconstruction performance. Feasibility and practicality are vali-
dated from both simulation and experimentation comparisons
with PSIMSO and SPR, respectively. Comparisons with
PSIMSO show that the lower column-correlated but more quali-
fied SC (measured with the proposed LSSDP), as well as
the more effective image reconstruction method SDP, all con-
tribute to a much more highly structural-similar (with input)
reconstruction result. Comparisons with SPR reveal that the
proposed method performs better in image reconstruction with
lower background and higher SSIM index values. However, the
lower image reconstruction fidelity with complex biomedical
objects shows that further efforts are needed to improve the
image reconstruction fidelity of complex objects in practice.
The work is expected to improve the image reconstruction qual-
ity for practical applications of imaging through turbid media in
biomedical and biophotonics imaging.
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